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Scheduled Controller Design for Systems
With Varying Sensor Configurations: A
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Abstract— A novel parameter-dependent scheduled controller
design is proposed for systems which exhibit switched dynamics.
Switching is a result of varying sensor configurations available
in the measurement system. The control architecture is based on
a priori designed local linear time-invariant controllers, which
are designed using frequency-domain loop-shaping techniques.
Moreover, conditions on measured frequency response function
data of the plant are provided under which the closed-loop
system is input-to-state stable for arbitrarily fast parameter
variations based on a generalized version of the circle criterion.
By presenting a design and analysis framework for scheduled
control systems that is easily implementable in existing control
software, and does not require parametric plant models, this
paper connects well to the industrial control practice. The
effectiveness of the proposed scheduling technique, as a way to
improve both transient and steady-state performance, is demon-
strated by means of a case study which includes measurement
results obtained from an industrial wafer stage system.

Index Terms— Circle criterion, frequency-domain, input-to-
state stability (ISS), loop-shaping, switched systems, wafer
scanners.

I. INTRODUCTION

IGH-PRECISION motion stages, such as positioning

devices used in the semiconductor industry, are subject
to ever increasing requirements on stage acceleration (through-
put) and positioning accuracy (imaging quality), see [1]. As a
result, the influence of structural mode deformation in these
stages cannot be neglected. The sensor configuration, i.e., the
amount and location of the sensors used in the measurement
system, yields a specific characterization of these structural
dynamics and is therefore essential for control. In many
practical situations, the availability of sensors depends on
the position of the motion stage as individual sensors can
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fall “out-of-range" as a result of physical limitations on their
operating ranges. As a result, the sensor configuration may
vary as a function of the stage position, which essentially
makes the stage, from a control point-of-view, a switched
system, see [2], or a position-dependent dynamical system.
This complicates the overall design significantly, certainly
if the design techniques have to connect to the state-of-
the-art industrial control context, which favors data-based
frequency-domain conditions in many cases, see [3]. In fact,
an important open problem is the design of control systems for
dynamical systems with switching sensor configurations based
on frequency-domain tools, such as loop-shaping techniques,
see [4], [5]. The major advantage of these tools is that they
do not necessarily require parametric plant models but can
be based on easy-to-obtain (and accurate) measured frequency
response functions (FRFs) characterizing the system dynamics,
see [3]. Hence, they allow the control engineer to design
linear time-invariant (LTI) controllers for both stability and
performance using the (measured) FRF of the open-loop
transfer function (by means of a Nyquist diagram) or via
closed-loop FRFs, such as the sensitivity function and the
complementary sensitivity function, see [5]. In the context of
switched systems, such a design approach forms a tremendous
challenge and many existing approaches do not meet the
desired design requirements.

In industry, the problem of position-dependent dynamics is
often dealt with by means of robust control design, see [6],
in which the authors proposed an Hso-controller for this
purpose. Although such an approach connects well to tech-
niques of which control engineers are accustomed to, it often
results in conservatism, because one single LTI controller is
active within the whole range of operation. To overcome this
conservatism, several (nonlinear) control techniques exist in
the literature that can adapt the controller dynamics according
to the online measured actual position of the system. One
of these techniques is gain scheduling, see [7], [8]. In gain
scheduling, the designer typically selects a finite grid of
operating points within the whole range of operation. For
each of these operating points FRFs are identified, and based
on these FRFs, dedicated local LTI controllers are designed
which are connected in the implementation by interpola-
tion. Although the design and implementation is intuitive for
control engineers, no constructive results exist to formally
and systematically guarantee stability and performance of
the closed-loop gain-scheduled system. Another technique
is linear parameter-varying (LPV) control, see [9]-[11], which

1063-6536 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



524 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 26, NO. 2, MARCH 2018

leads to parameter-dependent controllers. This technique typ-
ically requires a parametric model that describes how the
dynamics of a system vary as a function of the position. Com-
pared with our approach, obtaining such parametric models is
time-consuming and often they are still not accurate enough
to properly describe the system dynamics. However, opposed
to gain scheduling, the synthesis of LPV controllers yields a
priori guaranteed stability and performance properties of the
LPV controlled system. Nevertheless, LPV control typically
requires solving linear matrix inequalities (LMIs), which from
an industrial point-of-view is not easy to adopt as it does
not connect to the state-of-the-art industrial design tools.
In [12], a controller interpolation technique is proposed for
LTT systems with multiple objectives. Although this technique
seems closely related to the aforementioned gain scheduling
techniques, the conditions in [12] do yield a robustly stable
control design, based on a finite set of local controllers that is
stabilizing for the considered LTI system. Compared with our
data-based design and analysis conditions, in [12], parametric
models are required, whereas bilinear matrix inequalities need
to be solved which not only result in a suboptimal control
solution, it also does not meet the standards in industry. Also
many designs for the control of switched systems, see [2],
[13], [14] require accurate parametric models and LMI-based
designs that are not so easily embraced by control engineers in
industry. Consequently, there is often a need for design tools
for switched systems, such as the class of dynamical systems
with position-dependent switching of sensor configurations
studied in this paper, that bridge the gap between hybrid
systems theory (with formal stability guarantees) and indus-
trial control practice, commonly exploiting frequency-domain
design tools and nonparametric models, such as measured FRF
descriptions of the motion system dynamics.

In this paper, we provide a solution for such an exemplary
design problem in the context of industrial motion stages
used in the lithography industry. In particular, we introduce
a relevant industrial control problem in this context. Accord-
ingly, we present a design study of a novel scheduled con-
troller that, based on the exogenous reference (x, y)-position
of the system, switches between dedicated (local) LTI con-
trollers to control the vertical z-position. The controller has a
specific architecture that by design aids the stability analysis
and which compares with other architectures [15]. The pro-
posed scheduled controller is intuitive for control engineers
because of the following specific design choices: 1) all the
individual LTI controllers can be designed using classical
frequency-domain loop-shaping techniques based on measured
FRFs; 2) graphical data-based conditions can be employed
to verify the stability of the closed-loop system under arbi-
trary switching; and 3) the control architecture allows for
the implementation of all components in a standard motion
control software environment. The practical feasibility of the
proposed approach is emphasized by means of a case study
on an industrial motion wafer stage, which is also used to
demonstrate the potential of the proposed scheduled controller
by measurement results, including the improvements it pro-
vides with respect to the state-of-the-art industrial control
solution.

This paper significantly extends the preliminary results pre-
sented in [16], in particular by presenting: 1) a more detailed
modeling section; 2) all the mathematical proofs; and 3) an
extensive validation of our proposed results on an industrial
wafer stage system, the latter being the key motion system of
a wafer scanner that is used in the production of integrated
circuits (ICs).

The remainder of this paper is organized as follows.
In Section II, we will provide the problem formulation and
introduce the plant model in the form of a switched system.
In Section III, the proposed control design is introduced and
in Section IV, conditions for stability are provided. Finally,
experimental results are given in Section V and we will end
with the conclusions in Section VI.

II. SYSTEM AND PROBLEM DESCRIPTION

This section considers the modeling of systems with varying
sensor configurations. A general mathematical model in the
form of a dynamical model with switched output matrices is
introduced in Section II-A. In Section II-B, we formulate the
problem considered in this paper. A case study of an industrial
wafer stage system is introduced in Section II-C, in which we
also demonstrate that this system belongs to the model class
as introduced in Section II-A.

A. Switched System Formulation

The considered class of systems is given by the following
switched single-input-multiple-output model:

xp(1) = Apxp(t) + Bpup(1) (1a)

ypo (1) = Cpyxp(t) (1b)
| Cpyxp(0), if 0() € A

yp, () = {@, it 00 ¢ A (Ic)

with xp € R"P the state vector, np the number of states,
Ap € R"P*"P Bp e R"*! input up € R, Cp, € RI*"P,
outputs yp, € R, i = 0,1, where & indicates that the
corresponding output is unavailable, () € ® C R denotes a
vector of ny exogenous time-varying parameters, and A C ©.
We associate the following minimal order single-input-single-
output (SISO) transfer functions:

yp, ()
up(s)’
to the corresponding plant outputs, with s € C and up(s),
yp,(s), and yp, (s) the Laplace variables of the correspond-
ing time-domain signals. Throughout this paper, all Laplace
variables and transfer functions are recognized by the (s)

argument. Furthermore, the following expression is introduced
to describe (2):

Pi(s) = i=0,1, 2)

Pi(s) = F(s)Ap,(s), i=0,1, 3)

in which all common (shared) dynamics (which are typi-
cally present) are contained in F(s) and specific (nonshared)
dynamics are captured in Ap, (s), i =0, 1, in such a way that
no pole-zero cancelations occur in (3).
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B. Existing Solution and Problem Description

To motivate the problem addressed in this paper, let us first
consider a typical control solution currently used in industry.
In this approach, one single SISO LTI controller C(s) is
designed (using frequency-domain loop-shaping techniques),
based on FRFs of Py(s) and P (s), such that an asymptotically
stable closed-loop system results for both individual plants.
Subsequently, in order to apply C(s), an output scheduling
law is introduced for (1) resulting in the LPV system

xp(1) = Apxp(t) + Bpup(t)
ypt) = (1 = ¢(0)Cpyxp(r) + $(O)Cp xp(2)

with yp(f) € R, and ¢ : & — [0, 1] a position-dependent
scheduling function for which it holds that ¢(0) = 0 when
6(t) ¢ A. This method has two significant drawbacks.

1) There is no (a priori) guarantee for the stability of the
closed-loop connection of (4) with C(s) for 0(t) € ®
varying over time.

2) Control of both Py(s) and P;(s) with the same con-
troller C(s) potentially limits performance.

Note that problem 1) can be solved by selecting ¢(#) = 0 for
all 9(r) € ®, however, in terms of performance, it is beneficial
to use Pi(s) when possible, because typically its output
yp, gives better measurement information of the relevant
dynamics. This is explained in more detail in Section II-C,
for the considered case study in that section.

Therefore, in this paper, we consider the problem of a sched-
uled control design that solves both drawbacks by providing
data-based stability conditions that guarantee stability under
arbitrary fast variations of #(¢), while the desired property that
the individual controller design for Py(s) and Pi(s) (using
loop-shaping techniques) is maintained, thereby connecting to
the industrial controller design practice.

(4a)
(4b)

C. Case Study: Industrial Wafer Stage

In the remainder of this section, a case study of a wafer stage
system is introduced which illustrates the considered problem.
In Section V, the proposed scheduled control architecture is
experimentally validated on this wafer stage system.

The wafer stage, schematically shown in Fig. 1, is a module
of a wafer scanner, which is a device used to expose silicon
wafers to a light source from an optical column as part of
the production process of ICs, see [1], [17]. The positioning-
module (PM) supports a wafer and positions it with respect to
the stationary light source along the axes indicated in Fig. 1.
More precisely, the PM performs a scanning motion, as the
wafer is subject to a meander-like exposure pattern covering
the complete wafer surface. The light path (not depicted) enters
the stage in negative z-direction at a fixed (x, y)-position
(typically the center of the depicted stage). In this respect, the
so-called point-of-interest (POI) is defined as the intersection
of the light path and the surface of the wafer. As the light path
is stationary while the PM is in scanning motion, the POI is
time-varying with respect to the PM. In order to meet high-
precision overlay (ability to place two layers on top of each
other) and focus specifications, accurate position control of
the POI in the (x, y)-plane and the z-direction, respectively,

Gridplate

Invalid sensor

Valid sensor
Wafer
Positioning-module (PM)

Baseframe

Schematic representation of a wafer stage.

Optical Column
Gridplate

Encoder
PM

POC B = POI O

Optical Column
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Encoder
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POC m # POI O
(b)

Fig. 2. Schematic representation of a wafer stage in 2-D, illustrating the
difference between POC and POI with a structural mode deformed PM. (a)
No structural mode deformation. (b) With structural mode deformation.

is crucial. Moreover, positioning should be fast enough, to
meet throughput requirements.

As a result of structural mode deformation of the PM,
which at the nanometer level is inevitable in practice,
POI-control is not straightforward. This problem is shown in
Fig. 2, where it can be seen that in general, the POI is not
equal to the position estimated by the measurement system, the
so-called point-of-control (POC) [Fig. 2(b)], which in general
is based on the rigid body position estimate. The common
way to improve upon this is to decouple structural mode
deformation from the measured PM position and control these
modes separately, such that the PM as a whole behaves more
like a rigid body, Fig. 2(a). This, however, requires: 1) A
structural model of the PM and 2) the number of actuators
and sensors to be larger than six, because in any case, the six
rigid body modes (x, y, Rz, z, Rx, Ry) have to be controlled.
The six rigid body modes are independent dynamical modes as
a result of the decoupled design of the wafer stage. Therefore,
it is common practice in industry to limit feedback control
to control the rigid body modes only, see [1], [6]. In this
context, it is important that the position measurement system
provides a good rigid body position estimate. The considered
wafer stage has six actuators, and either six, or eight position
measurements, as will become clear in the remainder of this
section. As a result, we can only control the PM rigid body
modes.
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Fig. 3. Partitions of the (x, y) operating range ©. Note that A} = ﬂ?z 1 Nosi-
The crosses indicate the positions at which FRF measurements are done,
resulting in the two plant descriptions as shown in Fig. 4.

Consider again Fig. 1. The position measurement system
consists of four sensors, indicated by the black dots, and four
gridplates. Each sensor provides a 2-D position measurement:
A horizontal and a vertical displacement. However, in order
to operate, the sensor has to be underneath its corresponding
gridplate. Consequently, due to the square hole between the
gridplates, which enables exposure of the wafer, each sensor
can enter an out-of-range state, depending on the position of
the PM in the (x, y)-plane. As such, the PM position measure-
ment is based on either all four sensors, or a (different) set
of three sensors, resulting in either eight or six measurement
signals. Based on the available sensor information, the PM
rigid body position along the axes in Fig. 1, and thereby the
POC, is obtained using coordinate transformations. We want
to stress that the outcome is merely an estimate of the exact
rigid body position, because the obtained sensor signals are
corrupted with structural mode deformation. As a result of
the physical location of the sensors on the PM, see Fig. 1,
each sensor configuration yields a specific characterization
of these structural mode deformations, and hence results in
a specific rigid body position estimate and consequently a
specific POC. This effect is particularly clear when all four
sensors are available opposed to a set of three. In that case,
we have eight measurements to estimate the PM position in
six directions, a situation which is referred to as oversensing.
Oversensing (in this case) enables decoupling the deformation
of two structural modes, thereby improving the rigid body
position estimate.

Let the parameter vector #(¢) be an exogenous signal that
denotes the reference position of the center of the PM in the
(x, y)-plane operating range ® € R2. Then, the partition of
® can be made as schematically shown in Fig. 3, where A
corresponds to the set of four sensors being available, and Ag_;,
i =1,2,3,4,to adifferent set of three sensors being available.
This partition is a direct consequence of the geometry of the
wafer stage as shown in Fig. 1. As a result of symmetry of
the PM, we can assume the measured dynamics of each set of
three sensors to be equal. Therefore, we can relate one output
matrix Cp, to the output yp, obtained with a set of three
sensors. As a result of oversensing, the set with four sensors
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Fig. 4. Measured FRFs of the wafer stage z-axis for two different sensor

sets from force F; in [N] to position z in [m].

will yield a different characterization of the PM dynamics.
Therefore, we relate output matrix Cp, to the output yp,
obtained with four sensors. Under the assumption that the state
dynamics of the PM are well described by the LTI model (1a),
we see that each axis of the considered wafer stages belongs
to the class of systems (1).

Remark 1: For the case study at hand having essentially
two sensor configurations, the design study of a scheduled
controller poses a relevant and challenging problem. However,
for other applications, a control design solution for systems
with a larger number of sensor configurations could be of
interest as well. This paper could provide valuable first steps
in this direction possibly combined with ideas from multiple
input-multiple-output circle criteria. However, this extension
is beyond the scope of this paper.

To illustrate the difference in observed dynamics, Bode plots
of measured FRFs along the z-axis of Pp(s) and Pi(s) as
in (2) are given in Fig. 4, where jo = s, with € R
the frequency. The measurements are performed at the two
positions indicated in (the middle plot of) Fig. 3 with crosses
(x). Comparing Py(s) and P (s), the effect of a varying sensor
configuration is obvious, i.e., the FRFs are different. More
specific, we see the effect of oversensing from the fact that two
flexible modes (the torsion mode at 1150 Hz and a bending
mode at +1900 Hz) that appear in Pj(s) are absent in Pp(s).
Also, we see shared dynamics, e.g., the —2 dB/decade slope
for low frequencies, corresponding to the rigid body mode.
In fact, the two poles at s = 0 related to this —2 dB/decade
slope are contained in F(s) in (3) as they appear in both Py (s)
and Pi(s). These observations justify the description of each
of the systems axes with the class of systems introduced in
Section II-A.

Remark 2: For the wafer stage, and motion systems in
general, the two poles at s = 0 (associated with the rigid
body mode) are the only poles outside the open left-half-
plane (LHP). Under the nonrestrictive assumption that any
considered sensor configuration can measure the rigid body
mode, these poles are contained in the common dynamics
F(s) in (3). Therefore, we conclude that the specific (non-
shared) dynamics contained by Ap,(s) and/or Ap, (s) are
stable.
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Fig. 5.

Proposed scheduled control system schematics.

For the wafer stage system in specific, but motion systems
in general, the potential performance increase using scheduled
control compared with the state-of-the-art control approach
discussed in Section II-B can be explained further. The goal,
control of the system’s rigid body mode position for reference
tracking and disturbance rejection, typically requires high-gain
feedback. In this perspective, P;(s) is preferable over Py(s),
for the simple reason that it offers a better rigid body posi-
tion estimate. Thus, enabling a higher feedback gain without
driving the closed-loop system into instability. As already
mentioned, P;(s) can only be used when @(fr) € A, and
hence, switching between Py(s) and P;(s) and corresponding
dedicated controllers can offer better performance than the
state-of-the-art solution discussed in Section II-B. This is
discussed in more detail in Section V.

III. SCHEDULED CONTROL DESIGN

In this section, a scheduled control architecture is proposed
for the class of systems (1). Note that the wafer stage applica-
tion discussed in Section II-C fits this setup. First, the specific
controller structure, shown in Fig. 5, is motivated, after which
the closed-loop system is analyzed.

A. Scheduled Controller Structure

In this section, a novel scheduled controller architecture will
be presented, see Fig. 5, that enables control of both Py(s)
and P (s) with corresponding a priori designed dedicated LTI
controllers Co(s) and C(s). Based on a controller scheduling
function a : 8 — [0, 1], we take the design perspective that
either Co(s) or Ci(s) is active, or a “convex combination”
of both. Note that for C;(s) to be active, the corresponding
tracking error e;(s) = r(s) — yp,(s), i = 0,1, should be
available, where r(s) denotes the Laplace transform of the
reference signal r(¢). However, yp, (s), and, hence, e (s), are
only available for @ € A. As a result, the scheduling function
o should be designed according to the following criterion.

Design Criterion 3: It should hold that the scheduling func-
tion a satisfies a(f) =0 when 0 ¢ A.

Remark 4: Note that for constant values of a € [0, 1],
the scalar-valued output yc(s) of the proposed scheduled
controller can be described as

ye(s) = (I —a)Co(s)eo(s) + aCi(s)er(s). ®)

Although this observation provides intuitive engineering
insights, it is important to emphasize that (5) is not a cor-
rect representation when a becomes time-varying as in the
proposed controller architecture in Fig. 5.

Consider the proposed scheduled control architecture,
schematically shown in Fig. 5. Plant P, its input up(t), and

outputs yp,(¢), i = 0,1, are as in (1). The input and the
output of the a(6)-block are denoted by scalar variables ¢ ()
and —w(t), respectively, d(¢) is an unknown disturbance force.
The availability of yp, () as a function of d(¢) is modeled by
multiplying it by the indicator function 4 : & — {0, 1} given by

i(@):[l’ when 6 € A ©)
0, when § ¢ A.

The proposed control architecture has a specific structure,
which is advantageous for achieving a bumpless transfer and
for stability analysis. In fact, in Fig. 5, the filter Ca (s) plays
an important role in realizing Co(s). Since we aim to design
local controllers Cy(s) and Cj(s) using frequency-domain
loop-shaping techniques, they typically consist of the fol-
lowing filters: A proportional-integral-derivative (PID) filter,
a second-order low-pass filter, and a number of notch filters,
see [4], [5]. As such, we know that these controllers typically
have equal relative degree and they contain some common
(shared) dynamics, possibly due to some shared notch filters,
but in any case, the pole at s = 0 from the PID filter. As a
result, to describe Co(s) and C;(s), we can introduce [similar
to (3)] the expressions

Ci (S) = H(S)AC, (S)a i = 09 1’ (7)

in which all common (shared) dynamics are contained in H(s)
and specific (nonshared) dynamics are captured in Ag,(s),
i = 0,1. Controllers Cy(s) and C;(s) should be designed
according to the following criterion, which is not restrictive
for the application at hand.

Design Criterion 5: Co(s) and C;(s) are designed such that
no unstable pole-zero cancelations take place in the open-loop
connections P;(s)C;(s), i = 0, 1. Furthermore, 1) Ci(s) is
strictly proper'; 2) the relative degree of Co(s) is larger than
or equal to the relative degree of Ci(s); 3) all poles and zeros
of Ci(s), and all poles of Cy(s), which lie in the closed right-
half-plane, are contained in H(s); and 4) H(s), Ac,(s), and
Ac, (s) are chosen such that no pole-zero cancelations occur
in (7).

Note that the two controllers are thus not necessarily con-
strained to share common elements, i.e., H(s) might be absent.
However, if there are unstable poles or zeros in Ci(s), Co(s)
should have the same poles or zeros. Vice versa, if there are
unstable poles in Cy(s), Ci (s) should have the same poles. This
is due to requirement 3) in Design Criterion 5. The structure
of the two LTI controllers as in (7) allows us to define the LTI
filter CA(s) in Fig. 5 as

Cals) = Ay () Ag (). ®)

In order to derive a state-space realization of the closed-loop
dynamics, we introduce the state-space description

- [)'Ccl (t) = Ac,xc, (t) + Be,uc, (1)

©)
ye(t) = Ce xe, (t)

I'Note that the derivations in the remainder of this paper are valid mutatis
mutandis when the controller Cy(s) is proper. However, since in this appli-
cation the controllers are naturally strictly proper, we opted to use this strict
properness for ease of exposition.
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of Ci(s) with input uc, () € R, output yc(f) € R, and where
we used Design Criterion 5-1). From Design Criterion 5-3),
it follows that (8) has all poles in the open LHP [H(s) contains
unstable poles in Cy(s) and Cj(s), if present]. From Design
Criterion 5-4), it follows that Ca(s) does not contain any
pole-zero cancelations, and finally, from Design Criterion 5-2),
it follows that Cx (s) is proper. Hence, we have that filter Ca (s)
is proper, stable, and the state-space description

Cr {ch (1) = Ac,xe, (1) + Be,eolt) 00

ye, (1) = Ceyxe, (1) + De,eo(t)
can be given with output yc, () € R. Note that (9) and (10)
are chosen to be minimal realizations, and therefore do not
have pole-zero cancelations. Furthermore, the matrix Ac, is
Hurwitz.

Remark 6: The shared controller dynamics H(s) are in the
closed loop irrespective of any of the parameter-varying ele-
ments. This is advantageous for bumpless transfer, especially
because for the application at hand, the integral action of the
PID-type filters, i.e., the pole at s = 0, is contained in H(s).
This eliminates scheduling-induced integrator windup, and as
such, no integrator conditioning is required, see also [18].

Having discussed the intuition behind the proposed sched-
uled control architecture, its specific structure, and important
(nonrestrictive) design criteria, in the remainder of this section,
the closed-loop system is analyzed.

B. Closed-Loop System Analysis

To obtain a state-space description for the closed-loop sys-
tem, observe that from Design Criterion 3 and (6), it follows
that 2(6) = 1 when a(0) # 0, i.e., a(0)A(0) = a(d) for all
6. As a result, we have

uc, (1) = (1=a(0(1)yc, (1) + a@@)(r (1) — A0 1)) yp, (1))
= (1= a@®))ye, @) +a@@)(r @) — yp, (1))
Hence, 4 : § — {0, 1} does not influence the closed-loop

dynamics. Using (1), (9), and (10), we can write the closed
loop as the Lur’e-type system [19]

x(t) = Ax(t) + Bw(t) + B,o(t) (11a)
£(t) = Cx(t) + Dyo(t) (11b)
w(t) = —a(@)¢ (1) (11c)

with augmented state vector x = [x; xCT,1 xCT,A]T, v=1[rd",
and matrices given by

A| B| B,
EREa
Ap BpCe, 0 0 0 Bp
—Be, D¢, Cp, Ac, B¢ Ce,|—Be,|Be,De, 0
- —B¢, Cp, 0 Ac, 0 Be, 0
D¢, Cp,—Cp, 0 —Ce, | | 1—D¢, O
(12)

The transfer function from w(s) to ¢(s) can be obtained
from (11) as

G(s)=C(sI —A)'B

with [ the identity matrix of appropriate dimensions. The same
transfer function can be derived from the system schematics
shown in Fig. 5, which gives

_ Pols)Cols) — Pi(s)Ci(s)
B L+Pi(s)Ci(s)

Remark 7: In case Ci(s) # H(s), pole-zero cancelations
occur in the series connection

G(s)

13)

Ca(s)Ci(s) = Ay () Ag! () Ac, (s)H(s)

which appears in the closed-loop system. Therefore,
system (11), (12) is a nonminimal realization by design. Note
that due to Design Criterion 5-3) and 4), it follows that this
only concerns stable pole-zero cancelations.

In the remainder of this section, we show that the matrix A
in (12) is Hurwitz if a set of conditions is satisfied which are
summarized in Proposition 8.

Proposition 8: The system matrix A given in (12) is Hur-
witz if the following holds.

(i) The transfer function

P, (5)
eo(s)

Oo(s) = = Po(s)Co(s) (14)
satisfies the Nyquist stability criterion [5].

(i) Design Criterion 5 is fulfilled.

Proof: For a proof see Appendix A. 0
Remark 9: Note that the conditions in Proposition 8 are
not restrictive. Condition (i) is trivial for a loop-shaped linear
controller design and, for the application at hand, Design
Criterion 5 is not restrictive by itself.

IV. STABILITY ANALYSIS

In this section, sufficient data-based conditions for input-to-
state stability (ISS) [20] of the closed-loop system (11), (12)
are provided.

Definition 10 [20], [21]: The system (11), (12) is said to
be ISS if there exist a JCL-function £ and KC-function y such
that for any initial state x(0) € R™ and any (essentially)
bounded input signal v, the corresponding solution satisfies

()] = fUx )], 1) + 7 (Ivlleo)

for all r € R>o.

To this end, we employ the Lur’e-structure of the closed-
loop system, being a feedback interconnection of an LTI
system with one scalar parameter-varying gain a(6) € [0, 1].
From the circle criterion [19], frequency-domain conditions
exist to conclude on absolute stability of the origin of a
Lur’e-type system without external inputs, which can be
extended to ISS in case the system does have external inputs,
see [21], [22]. The main result of this section is given in
Theorem 11.

Theorem 11: Consider systems of the form (11), (12), with
scheduling function a : § — [0, 1] satisfying Design Criterion
3. Suppose that the following holds.

15)

(I) The system matrix A is Hurwitz.



VAN DER WEIST et al.: SCHEDULED CONTROLLER DESIGN FOR SYSTEMS WITH VARYING SENSOR CONFIGURATIONS 529

(Il) There exists a constant p > 1 such that the strictly
proper transfer function G(s), given in (13), satisfies

1
Re(G(jw)) > —— for all w € R.
p

Then, the system (11), (12), with a : 8 — [0, 1], is ISS
with respect to v and its origin is globally exponentially stable
(GES) for v = 0.
Proof: For a proof see Appendix B. U
Note that Theorem 11 is based on the circle criterion, which
in its typical appearance requires minimality of the underlying
LTI system, see [19], [23]. However, as discussed in Remark 7,
minimality of system (A, B, C) as in (12) is not necessarily
guaranteed. In this respect, we would like to emphasize that,
under the additional requirement that the unobservable and/or
uncontrollable dynamics are stable, minimality of (A, B, C)
as in (12) is not required in Theorem 11. Nevertheless, the
circle criterion as provided in [24] seems closely related to
our result with the difference that in [24] no explicit statement
on minimality is provided, neither a formal proof on whether
or not minimality is a necessary requirement for their result.
Therefore, it is appropriate to provide a complete proof here,
see Appendix B.

V. WAFER STAGE EXPERIMENTS

In this section, the proposed scheduled controller approach
is applied to control the z-axis of the motion stage as intro-
duced in Section II-C.

A. Design of the Proposed Scheduled Controller

The scheduled controller is exactly implemented as indi-
cated in the block scheme given in Fig. 5, in which the
scheduling function o : # — [0, 1] is implemented as a
discontinuous switch given by

a(@):[l’ when 0 € A (16)

0, when@ ¢ A

which satisfies Design Criterion 3. Note that in (16), 6(¢)
is chosen as the exogenous reference position of the PM
in the (x,y)-plane, see Section II-C. The LTI controllers
Co(s) and Ci(s) are designed using loop-shaping, based on
the corresponding plant FRFs Py(s) and Pi(s), see Fig. 4,
in such a way that Design Criterion 5 is satisfied. Both
controllers consist of a PID filter, a second-order low-pass
filter, and a limited number of notch filters, and their Bode
diagrams are shown in Fig. 6. As a result, the scheduled
controller can be implemented in standard motion control
software, because it consists of classical control filters, and
the total controller order is only increased with the order of
Ca(s). In this case study, the structure of both controllers is
almost identical except for one additional notch filter in Cy(s),
necessary to compensate for the structural mode resonance
around £1150 Hz in Py(s) [which is absent in P;(s)], see
Fig. 4. Without the phase lag introduced by this additional
notch filter, C (s) can have a higher gain for frequencies below
the bandwidth, thereby increasing the tracking performance,
given that the frequency contents of the disturbance d(¢) and

frequency [Hz|

-200 = i
10 10 10

frequency [Hz]

Fig. 6. Bode plots of the controllers C; (jw), i =0, 1.

=)

magnitude [dB]

10
frequency [Hz]

phase [deg]

A
o
S

107 10°
frequency [Hz|

Fig. 7. Bode plots of sensitivities S;(jw), i =0, 1.

=000 = P GGGw)
[|—O1(jw) = 7’\1(]10)01 (jw)

Im{Oi(jw)}

-0.2 0 0.2

Re-?égl (] W) }

Fig. 8. Nyquist diagrams of O; (jw) = P;(jw)C;i(jw),i =0, 1. The dashed
circle indicates a modulus margin (MM) of 8 dB.

reference r(t) are typically concentrated at low frequencies.
The effect of high-gain feedback on disturbance suppression
is clear when we consider the sensitivity functions

s =9 -
r(s) 1+ Pi(s)Ci(s)
with i = 0, 1, of which Bode plots are shown in Fig. 7.
Stability of each individual/local closed loop is verified by
means of the Nyquist criterion, see [5] and Fig. 8, which shows
robust stability given a modulus margin (MM) of approx-
imately 8 dB. Consequently, the conditions of Proposition
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Im{G(jw)}

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6

Re{G(jw)}

Fig. 9. Polar plot of G(jw) as in (13) in which the dashed line represents —1.

8 are met, thereby satisfying condition (I) in Theorem 11.
The final step in the design is to verify condition (II) in
Theorem 11. This condition is verified by means of Fig. 9,
which represents the polar plot of G(s) as in (13), showing
that pRe(G(jw)) > —1, for p > 1 is met for all ® € R
with sufficient margins to account for plant uncertainty. In
this respect, note that the user can influence Re(G(jw)), and
thus condition (II) in Theorem 11, by means of the design
of Co(s) and Ci(s). Here, we want to emphasize that the
obtained margins in Fig. 9 do not imply that the control
design is conservative in terms of performance, as the design
for performance is done in the LTI regimes by means of the
Nyquist (Fig. 8) and sensitivity (Fig. 7) plots.

B. Experimental Results

In this section, the proposed scheduled controller approach
is applied to control the z-axis of the motion stage as intro-
duced in Section II-C. Moreover, we compare the obtained
results with those using one single SISO LTI controller C(s),
which is selected as C(s) = Cp(s), in combination with Py(s),
i.e., we apply the state-of-the-art solution as described in
Section II-B, with plant description (4) with ¢(9) = 0 for all 6.
Note that the state-of-the-art solution may perform better when
we select a varying ¢ (6(t)), this is discussed in Remark 13.

The reference signal used during the experiments is a
scanning motion in the y-direction, while all other axes are
kept at constant positions. To be more precise, the reference
signal in the z-direction is zero, i.e., r(t) = 0. As a result, we
have that 0(r) = ry(t) € R, with ry(r) the reference signal in
the y-direction, which is shown in Fig. 10. Moreover, for this
specific 6(t), we have that both @ € A and 0 ¢ A occur. As
such, combined with the definition of the scheduling function
o 6 — [0, 1] given in (16), a switching plane results which
is characterized by 6(¢) = 6* = —0.03 [m], and which is also
shown in Fig. 10. For 8(r) > 6*, we have that a () = 1.

The resulting tracking error in the z-direction in the time-
domain is shown in Fig. 11, where the yellow window repre-
sents the situation in which a(6) = 1, whereas a(6) = 0 else-
where. From Fig. 11, it is clear that transient effects induced
by switching are negligible compared with the disturbance-
induced error, at least in terms of absolute value. In the
lithographic industry, the accuracy of the wafer stage is often
related to overlay and imaging quality, see [1]. Let us first

— 0 ;position sétpoint y—axis‘
=R | switching plane
= -0.02
o
=
Z -0.04
a
006 1.15 12 1.25 13
time [s]
&
w  40f = - b
F
20—’ \ ’ \ 4
=)
2 o
e
s \ ’ \ ’
& -20p 4
§ a0, ‘ ‘ ‘ L]
3 1.1 115 1.2 1.25 1.3
time [s]
Fig. 10. Position 8(t) = ry(t) and acceleration reference signal trajecory

along the y-axis and the switching plane at (r) = 0*.

error [m]

scaled acceleration profile

-2 —SISO LTI controller C(s)

—_scheduled controller 0

1.1 1.15 12 1.25 13
time [s]

Fig. 11.  z-axis error in time-domain. In this figure, a(f) =1 in the yellow
window and a(0) = 0 elsewhere.

consider overlay, which is the ability of the wafer stage to
expose two images exactly on top of each other. In this respect,
the moving average (MA) performance measure is of central
interest as this forms a measure of the average position error
of the wafer stage during exposure, which in turn determines
where the image is located on the wafer, hence, a measure for
overlay. The MA represents the lower frequency part of the
error, and is defined as

Te
1 2

MA = — e(t)dt
T, )1

in which 7, represents the exposure time, and e(t) represents
the position error of the z-axis as a function of time 7.
The second quality measure is the imaging quality, which
is affected by the accuracy of the positioning of the wafer
stage, as position errors affect the contrast. In this respect, the
moving standard deviation (MSD) performance measure is of
central interest, which is defined as

Te

MSD = |- / " (e(t) — MAY2d1
Te J-1
and represents the higher frequency part of the positioning
error. The MA and MSD of the positioning error are shown in
Figs. 12 and 13, respectively. In Figs. 12 and 13, the yellow
window represents the situation in which a(f) = 1, whereas
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scaled acceleration profile
—SISO LTI controller C(s)
——scheduled controller
1.1 1.15 1.2 1.25 13
time [s]

Fig. 12.  MA of the z-axis error. In this figure, a(f) = 1 in the yellow
window and « (@) = 0 elsewhere.

E)
(=)
0
=
=
scaled acceleration profile
-1 =—=SISO LTT controller C(s)
——scheduled controller
K] 1.15 1.2 1.25 13
time [s]
Fig. 13. MSD of the z-axis error. In this figure, a(f) = | in the yellow

window and a(0) = 0 elsewhere.

a(0) = 0 elsewhere. Clearly, both the MA as well as the MSD
values are significantly reduced using our proposed scheduled
controller. This can be further clarified by considering Fig. 14,
which shows the cumulative power spectral density (CPSD)
of the tracking error response of the z-axis for both control
strategies. In Fig. 14, we see a performance increase over the
complete frequency range which, intuitively, can be explained
as follows. For frequencies below the closed-loop bandwidth
(£300 Hz), this is a result of the higher feedback gain of C; (s).
For frequencies above the bandwidth, this is due to the absence
of two structural modes that appear in Py(s), at £1150 and
41900 Hz, which do not appear in Pi(s), see Fig. 4.

Remark 12: Note that discontinuous switching might excite
high-frequency plant dynamics, and therefore, using smoother
scheduling functions o : 8 — [0, 1] could improve the results
even further.

Remark 13: It is mentioned in Section II-B that often, for
the state-of-the-art solution, the industrial practice is to select
a varying ¢ (€ (¢)) such that Py is used for some 6 € A, instead
of Py for all #. From a performance point-of-view, this might
yield a better overall performance as compared with the state-
of-the-art solution for frequencies above +1100 Hz, as for
those frequencies, Py(s) and P;(s) are significantly different,
see Fig. 4. Nevertheless, it is also mentioned in Section II-B
that such an approach does not automatically yield closed-loop
stability. For this reason, we compare the scheduled controller
with the state-of-the-art solution with ¢ (@) = 0 for all 0 in

x10™7

—SISO LTI controller C(s)
1.6 —scheduled controller i

01 12

0
frequency [Hz]

Fig. 14.  CPSD of the z-axis error.

this section. From this perspective, and for frequencies above
41100 Hz, the presented results of the state-of-the-art solution,
see Fig. 14, might be pessimistic. Nevertheless, for frequencies
below +1100 Hz, the presented performance increase holds,
also when compared with the state-of-the-art solution with a

varying ¢ (0(1)).

VI. CONCLUSIONS

In this paper, we proposed a novel scheduled controller
architecture for dynamical systems with position-dependent
switching sensor configurations in the context of an industrial
wafer stage system. Based on the position of the motion
system, dedicated (local) LTI controllers are switched ON or
OFF. To meet the requirements from industry, we present a
design methodology using classical frequency-domain loop-
shaping techniques based on measured FRF data, and we
choose an architecture that is implementable in a standard
software environment. Moreover, easy-to-handle data-based
conditions are presented that allow the user to verify whether
the scheduled feedback control system is ISS with respect to
external disturbances, measurement noise, and reference sig-
nals, irrespective of how the switching between the controllers
occurs in time. In fact, these frequency-domain conditions
are based on a generalized form of the circle criterion for
which minimality of the underlying system is not required.
The practical feasibility of the proposed controller scheduling
architecture, as well as the ability to outperform the state-
of-the-art industrial control solution, has been experimentally
demonstrated on an industrial wafer stage system.

APPENDIX A
PROOF OF PROPOSITION 8

Proof: Without loss of generality, take a(f) = 0 constant.
Then, the scheduled control system is described by (11a),
(11b), and the control system schematics, shown in Fig. 5,
reduce to a closed-loop interconnection of the filters P(s),
Ci(s), and Cx (s), with open-loop transfer function Op(s) given
by (14). Observe that

YPy (5) = Po(5)Co(s) = Poy(s)Ca(s)C1(s)
eo(s)

= Po(YH($)Ac, () Ay () Ag (5).  (17)

Oo(s) =
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This observation yields the following state-space model:

(1) =A 1)+ B t
O x(t) = Ap,x(t) + Bo,eo(t) (18)
yp, (1) = Coyx (1)
with matrices given by
Ap  BpCg, 0 0
[Aoo Boo}: 0  Ac,  BeCey| BeDe,y
Co, 0 0 Ac, Be,
Cp, 0 0
(19)

System (18) can be a nonminimal realization due to the
following two reasons.

1) Pole-zero cancelations can occur in the transfer function
(17) as already indicated in Remark 7.

2) The states related to Ap,(s), defined in (3) (suppose
Ap, (s) is not constant), are not in the minimal realiza-
tion between up(¢) and yp,(t).

Using a similarity transformation ¥ = 7~ 'x for the nonsin-
gular matrix 7 of appropriate dimensions, we can bring (18),
(19) in the Kalman decomposition

X(1) = Ao, (1) + Boyeo(r)

ypy (1) = Co,x(t) (20)
with
Ao, =T 'Ap,T, Bo,=T 'Bo,, Co,=Co,T (1)
and matrices given by
An 0 0 0 0
i B Ay Ax 0 0 B>
[COO 00] =| A3 0 Az 0| O (22)
o Ay Ay Asz Ass| By
Cy Cy 0 0 |

Because A@O is lower triangular, its eigenvalues are the
eigenvalues of Ay, Az, A3z, and Aa4, respectively. Using
this Kalman decomposition, we obtain Oy(s) = C»
(sl — Azg)’le. Consequently, the eigenvalues of Ay, Asz,
and A44 are the ones that are canceled in the derivation of
the transfer function of (20), (22). Using Design Criterion 5,
Remark 7, and Remark 2, it follows that Ayj, A3z, and A4q
are Hurwitz.

Consider now the complementary sensitivity function
T(s) = yP(8) _ _ Po(s)Co(s) .

r(s) 1+ Po(s)Co(s)

The following state-space model, derived from (20), (22),
describes the dynamics between r(¢) and yp,():

x(t) = Arx(t) + Bo,r(t)

(23)

ypy (1) = Co,X (1) (24)
with
A1 = Ao, — Bo,Co,
Aqy 0 0 0
| A1 = B2Cy Ap — B 0 0
- Az 0 Az 0 | 25)
Ag1 — B4C1 Agp — B4Cyr  Ayz Ay

From (i) in Proposition 8 we know that 7 (s) in (23) has all
poles in the open LHP. Since it holds that 7 (s) = Ca(sI —
[A2o — B2C2])B; and ([A22 — B2C3], B2, C2) is minimal, this
implies that [A2; — B2C>] is a Hurwitz matrix. From the lower
triangular structure of AT and the fact that Ay, A3z, and
Ayy are Hurwitz, we conclude that AT is Hurwitz. Using the
similarity transformation x = T'x, we obtain

Ar = TATTfl = T(A(go — BOOCOO)Tfl

(21)
= Ao, — Bo,Co,-
Using (22), it can be verified that Ao, — Bp,Co, = A, with A
given in (12). As such, we conclude that A is Hurwitz, which
completes the proof. 0

APPENDIX B
PROOF OF THEOREM 11

Proof: Consider a similarity transformation & = T 1x,
using a nonsingular matrix 7', that transforms (A, B, C) of
system (11) into the Kalman decomposition

& = Ané + Fo (26a)
&= 1‘32151 + /}2252 + lfzw + Fo (26b)
& = A31é + AsS + Fao (26¢)
Sy = Anét + Apd + A&z + Aaaés + Baw + Fro (26d)

with output
¢ =Ci& + Co& + Dyo (26¢)

and input

w=—a(@). (26f)

Note that by hypothesis (I), the matrices A”, Azz, A33, and
Ags (suppose they are present) are Hurwitz (due to the lower
triangular structure).

In the remainder of the proof, we show that for each
subsystem (26), there exists an ISS Lyapunov function (ISSLF)
Vil&) = &TP&, P = P = 0,i = 1,2,3,4. Clearly, V;
satisfies

Amin(P)IE* < Vi(&) < Amax(P)IE]?

in which Amin(P;), Amax (P;) denotes the minimum eigenvalue
and the maximum eigenvalue of P;,i = 1,2, 3, 4, respectively.
Combining the existence of such ISSLF for each subsystem
using a cascade-like argument, see [25], implies that the
complete system (26) is ISS with respect to v. In fact, we
will construct an ISSLF for the overall system (11).
Subsystem 1: Since All is Hurwitz, there exist a quadratic
positive definite ISSLF satisfying (27) for i = 1, and

27)

Vi < —cilé? + yilo)? (28)

with ¢, y1 > 0.

Subsystem 2: Note that G(s) = Co(sI — Azz)_léz as sub-
system 2 corresponds to the observable and controllable part of
the system (11). Hence, using the Kalman—Yakubovich—Popov
lemma, see [19, Lemma 6.3], minimality of (A2, B, C2)
(as it corresponds to the controllable and observable part of
the Kalman decomposition), and under hypothesis (II) of the
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theorem, there exist matrices L, P, = P2T > 0, and a positive
constant &> such that

AszPz + Pz[izz —LTL - e Py

. /2
PBy=Cy — [ZLT.
P

Let us take V(&) = Q‘ZT P>& as a candidate ISSLF, satisfy-
ing (27) for i = 2, and for which the time derivative yields

v, = & (AszPz + Py An)é + 2& Py Byw
+ 28T Py A + 28 PaFao

29 ~ 2
(:) —eVp) — szLTsz + ZQZZT (CZT — \/;LT) w

+2& Py Ay + 28 Py Fov
—&Vo — szLTLéz + 20w — 2511—6;—11) — 21)TD;rw

(29)

(26¢)

2 - -
+2\/;§2TLTw + 28] PyAp&) + 28 Py B,

Using w = —a(0)¢, with a(0) € [0, 1] for all §(¢) € O, this
yields

Vo < —eaVo =& LTLEG — 20 =25 CTw — 20" D] w

2 - -
+2\/;§2TLTw + 28] PyAp& + 28, PrFyo

.
2 2
= —aWVh—-|LH+ [—w Lo+ [—w
p p
2 .
—(2——)w2—2§1TCirw—2vTD;rw
p

:;¢
+2§2TP21521§1 + 2§2TP21:"21)
< —Vs — gw? — 2§1TC~'Irw — Q,Z)TD;FU)
+2& Py A& + 28 Py

27 -
< —ml&HfP — =287 Clw —20" D) w
+2§2TP21521§1 + 2§2TP21:"21)

for kp := €2Amin(P2) > 0, and where we used the fact that
—2w? = —%wz —(2—(2/p))w? for p # 0. In fact, according
to the hypothesis of the theorem, p > 1, which yields ¢ =
(2 — (2/p)) > 0. Using the relation 2ab < da> + (1/6)b?,
which holds for all a, b € R and all 6 > 0, we obtain

. 2 2, Az 2 2
Vo £ —e2|&l” = cwlw]® + 2|1 + y2lo]

—al&? 4+ &lE 1+ ol

for some ¢y, ¢y, €2, 72 > 0. Hence, V5 is indeed an ISSLF
for subsystem 2 with respect to » and £;. Consequently, one
can show based on (28) and (31) that Vi, := u1 V) + V2, for
1 > 0 sufficiently large, is an ISSLF for the cascaded system
comprising of subsystems 1 and 2, the dynamics of which are
given by

(30)
€1y

=
=

[51} _ |:~ A}lé‘l + 1:110 } ]
%) A&t + Ané + Bow + Foo

and (26e), (26f). Indeed, for sufficiently large w1, we would
obtain that

Via < —cnalél)? — ennlé ) + yialo)? (32)

for some cy2, y12 > 0. y
Subsystem 3: Since Asz is Hurwitz, there exists a quadratic
positive definite ISSLF satisfying (27) for i = 3, and

Vi < —c3l& 12+ &1E1 + p3lo)? (33)

with ¢3, ¢3, 3 > 0. Based on (32) and (33), we can easily
see that Vi3 := uaVia + V3, for sufficiently large uo > O,
satisfies

Vios < —c13léi 1> — c1o3l&l® — c1o3l& 17 + yioslol? (34)

for some ci23, 7123 > 0, and hence is an ISSLF for the
cascaded system consisting of subsystems 1-3, the dynamics
of which is given by

é:‘l 3 A~11§1 + 1:110 y
Q| = | A2l + And + Bow + Fov
) A31é + A& + F3o

and (26e), (26f).

Subsystem 4. Since A44 is Hurwitz, there exist a quadratic
positive definite ISSLF satisfying (27) for i = 4, and [using
again 2ab < da* + (1/9)b?, for a,b € R and ¢ > 0]

Va < —cal&al? 4 Ealé1 + &l + éalé)?

+ dalw|* + palo)? (35)

with c4, C4, C4, Ca, a4, y4 > 0. Using (26e) and (26f), we
obtain that |w|* < q11¢11>+¢2(&1* +gulv |, with g1, g2, g, >
0, where we used that a (@) € [0, 1] for all 8(r) € ©. As such,
for sufficiently large c4, ¢4, C4, C4, 74 > 0, we have that

Vi < —cal&a® 4 Galé1 | + al&l? +El& 1% + yalol?. (36)

Based on (34) and (36), we can establish that Vi34 =
13Vi23 + Va, for sufficiently large uz > 0, satisfies

. 2 2 2
V1234 < —c123418117 — 12341827 — 12341831

— c1234l¢4)? + y1234l0)? 37

for some c1234, 71234 > 0, and hence is an ISSLF for the
cascaded systems consisting of subsystems 1—4 the dynamics
of which are given by (26). According to [20], this implies (26)
and, hence, the original system (11) is ISS with respect
to v, and guarantees the existence of a CL-function £ and
KC-function y such that the conditions of Definition 10 are
satisfied. Moreover, the specific form of (37) implies that the
origin of (11) is GES for v = 0, which completes the proof.

O
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