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Abstract— We present rules to stabilize the origin of a
networked system, where data exchanges between the plant and
the controller only occur when an output-dependent inequality
has been satisfied for a given amount of time. This strat-
egy, called Event-Holding Control (EHC), differs from time-
regularized event-triggered control (ETC) techniques, which
generate transmissions as soon as a triggering condition is
verified and the time elapsed since the last transmission is larger
than a given bound. Indeed, the clock involved in EHC is not
running continuously after each transmission instant, but only
when a criterion is verified. We propose an output-based design
of these triggering mechanisms that are robust to additive
measurement noise and ensure an input-to-state stability (ISS)
property. This EHC scheme naturally has a positive lower
bound on the transmission interval. Additionally, we show via
an example that, in presence of measurement noise, Zeno-like
behavior, where events are generated near the minimum inter-
event time consistently, may occur when the system is close
to the attractor. We introduce space-regularization to mitigate
this issue, resulting in an input-to-state practical stability (ISpS)
property rather than ISS.

I. INTRODUCTION

In digital control systems with feedback loops, it is well
known that the maximum achievable system performance de-
pends on the rate at which information is exchanged between
the plant and the controller. In some cases, this communica-
tion rate may be limited due to physical constraints, such as
energy usage in battery-powered electronics or communica-
tion bandwidth in systems that are physically distributed and
thus rely on low bandwidth communication to exchange in-
formation. In such cases, Event-triggered Control (ETC), see,
e.g., [1], [2], has been proposed as an alternative sampling
strategy, whereby the communication times are not deter-
mined by a clock, but instead by a certain event occurring in
the system. As these events depend on the state of the system,
the underlying philosophy is that communication resources
are only used when necessary. When designing the triggering
mechanisms, one has to be careful to avoid so-called Zeno
behavior, referring to the situation where an infinite number
of transmissions are generated in finite time, which is clearly
undesirable. In fact, it is desirable that the time between two
consecutive events is lower-bounded by a positive number,
which is often called the minimum inter-event time (MIET).
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Many ETC designs are available in the literature with
these properties, although, surprisingly, few dealing formally
with the presence of measurement noise [3]–[8]. It is known
that Zeno behavior may occur for many existing triggering
mechanisms, as the inter-event times are not robust to
measurement errors. A famous example is the relative
triggering mechanisms [9] for which Zeno behavior is
excluded in the nominal case, but, it may occur when
(arbitrary small) measurement noise is introduced, as shown
in [10], [11]. To address this issue, in the previous works
[7], [8], space-regularization was introduced, whereby the
triggering condition is regularized using a tuning parameter.
By selecting this tuning parameter sufficiently large, a MIET
is guaranteed even in presence of noise, and the resulting sta-
bility property is an Input-to-State practical Stability (ISpS)
property instead of an Input-to-State Stability (ISS) one.

It is also possible, as was shown in [7], [8], to design
relative triggering mechanisms that do not exhibit Zeno
in the typical sense by exploiting time-regularization [12]
under extra conditions, whereby a MIET is enforced by
design. However, in presence of measurement noise, the
system may display Zeno-like [13] behavior when close to
the attractor, whereby the triggering times are consistently
close to or at the MIET, thereby reducing to (almost)
periodic time-triggered control.

In [14], state feedback Event-holding Control (EHC)
was proposed as an alternative to the time-regularized
static event-triggered control, whereby the local clock is
only run if a certain condition is violated. This strategy is
motivated by several beneficial features. First, compared to
time-regularized ETC, which also enforces a strictly positive
minimum inter-event time, a transmission is not triggered
as soon as a given amount of time has passed since the last
transmission and the triggering rule is satisfied, but only
when the latter has been verified for a given amount of time.
This is essentially different and may help to decrease the
amount of transmissions, as we will show on a numerical
example. Second, it is well-suited for practical setups
such as those operated by supervisory control and data
acquisition (SCADA) system for instance, where a “hold
time parameter” is used to adjust the maximal period that
a local device holds its event before reporting to the master
system. In this context, an event refers to the detection of
a condition, see [15] for more details.

Thus, in this paper, we extend the ideas of event-holding
control [14] to the output-feedback case, and we design
triggers that are robust to measurement noise. As we will
see in Section VII, EHC may still lead to Zeno-like behavior
in presence of measurement noise when close to the attrac-
tor. We thus introduce space-regularization to improve the
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“steady-state” behavior, at the price of a practical stability
property. As the time between consecutive events is lower
bounded by design, the space-regularization parameter can be
selected arbitrarily, contrary to [7], [8], where this parameter
should be sufficiently large to ensure non-Zenoness and
requires the knowledge of an upper-bound of the noise.
Although a practical stability property is ensured, the added
benefit of using EHC is that, by properly tuning this param-
eter, the average asymptotic closeness to the attractor may
remain unaffected while the “steady-state” behavior in terms
of average inter-event times improves significantly. This is
not possible using [7], [8], due to the (positive) lower bound
on the space-regularization parameter, which is used to avoid
Zeno. Our contributions are hence as follows:

1) we generalize EHC to the output-feedback case;
2) we show that, with the proposed event-holding function,

the system is ISS with respect to measurement noise;
3) by applying space-regularization, the behavior close to

the attractor may be improved in terms of average
transmission rates, however, the resulting triggering
mechanism will lead to ISpS instead of ISS;

4) using numerical simulations, we show that, by tun-
ing the space-regularization parameter, the asymptotic
closeness to the attractor may remain unaffected, while
the average inter-event times improve significantly.

II. PRELIMINARIES

A. Notation

The sets of all non-negative integers are denoted N. The
field of all reals and all non-negative reals are indicated by
R and R⩾0, respectively. The vector in RN whose elements
are all zeros is denoted by 0N . For any vector u ∈ Rm,
v ∈ Rn, the stacked vector

[
u⊤ v⊤

]⊤
is denoted by (u, v).

By ⟨·, ·⟩ and | · | we denote the usual inner product of
real vectors and the Euclidean norm, respectively. For any
x ∈ RN , the distance to a closed non-empty set A ⊆ RN

is denoted by |x|A := miny∈A |x − y|. We use U◦(x; v) to
denote Clarke’s generalized directional derivative of a locally
Lipschitz function U at x in the direction v, i.e., U◦(x; v) :=
lim suph→0+, y→x(U(y + hv)− U(y))/h, which reduces to
the standard directional derivative when U is continuously
differentiable; see [16] for more details. Given a vector x ∈
Rnx and a set A ⊆ Rnx×Rny , Πx(A) denotes the projection
of A onto the x-plane Rnx , i.e., Πx(A) = {z ∈ Rnx | ∃y ∈
Rny s.t. (z, y) ∈ A}. By ∧ and ∨ we denote the logical and
and or operators, respectively. For a measurable signal w :
R⩾0 → Rnw , we denote by ∥w∥∞ := ess supt∈R⩾0

|w(t)|
its essential L∞-norm provided it is finite, in which case we
write w ∈ L∞. We use the usual definitions for comparison
functions K, K∞ and KL, see [17].

B. Hybrid systems

Based on an extension [18] of the formalism of [17], we
model hybrid systems H(F, C, G,D,X,V) as{

ξ̇ ∈ F (ξ, ν)

ξ+ ∈ G(ξ, ν)

(ξ, ν) ∈ C,
(ξ, ν) ∈ D,

(1)

where ξ ∈ X ⊆ Rnξ denotes the state, ν an external
input taking values in V ⊆ Rnν , C ⊆ X × V the flow
set, D ⊆ X × V the jump set, F : X × V ⇒ Rnξ the
(set-valued) flow map and G : X × V ⇒ Rnξ the (set-
valued) jump map. Sets C and D are assumed to be closed.
We refer to [17] for notions related to (1) such as hybrid
time domains or hybrid arcs. For a hybrid time domain
E, supt E := sup {t ∈ R⩾0 : ∃j ∈ N such that (t, j) ∈ E}.
Note that the disturbances ν are defined on the non-negative
real line R⩾0, not on a hybrid time domain, see [18] for a
detailed motivation of this choice.

Definition 1. Given a set of inputs V ⊆ L∞, a hybrid
system H is persistently flowing if all maximal solution pairs
(ϕ, v) ∈ SH with v ∈ V are complete in the t-direction, i.e.,
supt domϕ = ∞.

In this paper, we consider systems H that are persis-
tently flowing, i.e., systems whose maximal solutions are
t-complete, and thus we focus on the stability notions below.

Definition 2. When H is persistently flowing with V ⊆ L∞,
we say that a closed, non-empty set A ⊂ Rnx is input-to-
state practically stable (ISpS), if there exist β ∈ KL, γ ∈ K
and d ⩾ 0 such that for any solution pair (x, v) with v ∈ V

|x(t, j)|A ⩽ β(|x(0, 0)|A, t) + γ(∥v∥∞) + d, (2)

for all (t, j) ∈ domx. We say that A is input-to-state stable
(ISS) when (2) holds with d = 0.

To prove that a given non-empty closed set A is IS(p)S,
we will use the following Lyapunov conditions.

Proposition 1. Consider a persistently flowing system H

with a set of inputs V ⊆ L∞ and let A ⊂ Rnξ be
a non-empty closed set. If there exist a locally Lipschitz
V : domV → R⩾0, α, α, α ∈ K∞, γ ∈ K and d ∈ R⩾0

such that
1) domV ⊃ Πξ(C ∪ D),
2) for any (ξ, ν) ∈ C ∪ D,

α(|ξ|A) ⩽ V (ξ) ⩽ α(|ξ|A),

3) for all (ξ, ν) ∈ C and f ∈ F (ξ, ν),

V ◦(ξ; f) ⩽ −α(V (ξ)) + γ(|ν|) + d,

4) for all (ξ, ν) ∈ D and any g ∈ G(ξ, ν),
V (g)− V (ξ) ⩽ 0,

then A is ISpS, and A is ISS when item 3) holds with d = 0.

III. PROBLEM FORMULATION

We consider a continuous-time plant P of the form

P :


ẋp = fp(xp, u, v),

y = gp(xp),

ỹ = y + w,

(3)

where xp ∈ Rnxp is the plant state, u ∈ Rnu the control
input, v ∈ Rnv a process disturbance, y ∈ Rny the output
of the system unaffected by measurement noise, ỹ ∈ Rny

the output of the system including measurement noise and
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w ∈ Rny the additive measurement noise. The system is
controlled by a dynamic controller C with dynamics

C :

{
ẋc = fc(xc, ̂̃y ),
u = gc(xc, ̂̃y ), (4)

where xc ∈ Rnxc is the controller state, ̂̃y ∈ Rny the most
recently received noisy output of the system P, and u ∈ Rnu

the output of the controller. The functions fp and fc are
assumed to be continuous, and gp and gc are assumed to be
continuously differentiable and zero at zero. We proceed by
emulation and assume that the controller C has been designed
such that the origin of P is robustly stabilized, in the sense
that the closed-loop dynamics satisfy certain properties that
will be formalized in the following.

Network

PC

ETM̂̃y
u ỹ

Γ(ỹ, ẽ)τ

Fig. 1. Networked control setup where the controller and plant are
(physically) separated and communicate via a packet-based network.

Remark 1. We do not impose restrictions on the existence
or boundedness of the derivative of w, as was required in,
e.g., [4], [5]. Moreover, we also do not need to know an
upper bound on the L∞-norm as in [7], [8]. Indeed, the
only requirement on the signal w is that it is measurable in
the mathematical sense.

The output ỹ is broadcast over the digital network to the
controller, see Fig. 1. The corresponding transmissions occur
at time instants tk, k ∈ N, which are generated by an Event-
Triggering Mechanism (ETM), to be designed. Because
of the packet-based communication over the network, the
controller does not have continuous access to ỹ, but only to
its latest transmitted value ̂̃y . When the ETM transmits the
measured output of the plant over the network, ̂̃y is updated
according tỗy ((tk)+) = ỹ(tk), ∀t ∈ [tk, tk+1] (5)

In between transmissions the estimate evolves in a Zero-
Order-Hold (ZOH) fashion, i.e.,

˙̂
ỹ = 0. (6)

For modeling purposes, we define ŷ and ŵ, where

ŷ((tk)
+) = y(tk), ˙̂y = 0, ∀t ∈ [tk, tk+1],

ŵ((tk)
+) = w(tk), ˙̂w = 0, ∀t ∈ [tk, tk+1].

(7)

Hence, ŵ is the value of w at the last transmission instant of
the ETM. Due to the aforementioned definitions, we obtain
that ̂̃y = ŷ + ŵ.

We define the true network-induced error e as the dif-
ference between the sampled output ŷ without measurement
noise and the current output y without measurement noise:

e := ŷ − y. (8)

Note that e is not known by the ETM, and therefore, cannot
be used by the corresponding local triggering condition
for determining tk, k ∈ N. Hence, we also define the
measured network-induced error ẽ as the difference between
the estimated output ̂̃y and the current measured output ỹ,
which are both affected by noise, i.e.,

ẽ := ̂̃y − ỹ = e+ ŵ − w. (9)

The ETM does have access to ẽ.
As mentioned above, the transmission instants are gener-

ated by the ETM, which we describe in the next section.

IV. EVENT-HOLDING CONTROL

As the ETM requires a clock, we introduce the timer
variable τ ∈ R⩾0. During flow, the timer τ satisfies the
differential inclusion

τ̇ ∈ σ(Γ(ỹ, ẽ)), (10)

where σ : R ⇒ {0, 1} is a set-valued map given by

σ(s) :=


{1}, if s > 0,

[0, 1], if s = 0,

{0}, if s < 0.

(11)

The function Γ determines when the clock will run (i.e.,
when τ̇ = 1), and it will be constructed in the following.
The transmission instants tk, k ∈ N, are defined by

t0 = 0, tk+1 = inf{t > tk | Γ(ỹ(t), ẽ(t)) ⩾ 0∧ τ(t) ⩾ τH},
(12)

where τH denotes the holding time, which is designed below.
When ̂̃y is broadcast over the network, the timer τ is reset

according to
τ+ = 0. (13)

V. HYBRID MODEL

We model the overall system as a hybrid system H

as in Section II-B, for which a jump corresponds to the
broadcasting of the noisy output ỹ over the network. The
full state for H becomes ξ := (x, e, ŵ, τ) ∈ X, where
X := Rnx × Rny × Rny × R⩾0, with nx := nxp

+ nxc
. We

define the concatenated exogenous inputs ν := (v, w) ∈ V,
where V := Rnv ×Rny . The flow map F : X×V ⇒ X can
then be written as

F (ξ, ν) :=
(
f(x, e, ŵ, v), g(x, e, ŵ, v),0ny

, σ(Γ(ỹ, ẽ))).
(14)

Based on (3), (4) and (9), we obtain

f(x, e, ŵ, v) :=

[
fp (xp, gc(xc, gp(xp) + e+ ŵ), v)

fc (xc, gp(xp) + e+ ŵ)

]
, (15)
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where based on (3), (6) and (9), we obtain

g(x, e, ŵ, v) := − ∂gp
∂xp

fp (xp, gc(xc, gp(xp) + e+ ŵ), v) .

(16)
According to (7) and (13), the jump map G : X×V → X

is
G(ξ, ν) := (x,0, w, 0). (17)

Using (12), the flow set C ⊆ X×V and jump set D ⊆ X×V
are given by

C := {(ξ, ν) ∈ X× V | τ ⩽ τH ∨ Γ(ỹ, ẽ) ⩽ 0} , (18)
D := {(ξ, ν) ∈ X× V | τ ⩾ τH} . (19)

VI. MAIN RESULTS

To ensure that the hybrid system has the desired stability
properties, several conditions have to be satisfied. To that
end, we require the following conditions to hold.

Condition 1. There exist a locally Lipschitz function W :
Rny → R⩾0, a continuous function H : Rnx ×Rny ×W →
R⩾0, αW , αW > 0, LW ⩾ 0 and ϑW ∈ K such that

(i) for any e ∈ Rny ,

αW |e| ⩽ W (e) ⩽ αW |e|,

(ii) for all e ∈ Rny , x ∈ Rnx , w,ŵ ∈ Rny and v ∈ Rnv ,

W ◦(e; g(x, e, ŵ, v)) ⩽ LWW (e) +H(x, e, ŵ, v).

Item (ii) of Condition 1 imposes an upper bound on
the growth of e between successive transmission instants
along the solutions to H. This condition can always be
satisfied by taking H(x, e, ŵ, v) ⩾ |W ◦(e; g(x, e, ŵ, v)| with
H continuous and LW = 0. Next to Condition 1, we also
require that the closed-loop system is robustly stable in the
following sense.

Condition 2. There exist a locally Lipschitz function V :
Rn → R⩾0, K∞-functions αV , αV , αV , αW , ϑV , ϑϱ ∈ K,
a function J : Rnx × Rny × Rny × Rnv → R, a locally
Lipschitz function ϱ ∈ K∞, Lϱ ∈ R and γ > 0 such that

(i) for all x ∈ Rnx ,

αV (|x|) ⩽ V (x) ⩽ αV (|x|), (20)

(ii) for all x ∈ Rnx , ν ∈ V and e, ŵ ∈ Rny ,

V ◦(x; f(x, e, ŵ, v)) ⩽ −αV (V (x))− αW (W (e))− ϱ(y)

−J(x, e, ŵ, v)−H2(x, e, ŵ, v)+γ2W 2(e)+ϑV (|ν|),

where ϱ : Rny → R⩾0 is defined as ϱ(y) := ϱ(|y|),
(iii) for all x ∈ Rnx , ν ∈ V and e, ŵ ∈ Rny ,

ϱ◦(y;−g(x, e, ŵ, v)) ⩽ Lϱϱ(y) +H2(x, e, ŵ, v)

+ J(x, e, ŵ, v) + ϑϱ(|ν|).

Function V is an ISS-Lyapunov function used to prove
the stability of the closed-loop system H. It is important to
note that Condition 2 (and 1) is a property of the closed-loop
system H and is independent of the communication network,
as e is interpreted as a disturbance acting on the output y

in Condition 2. Items (i) and (ii) of Condition 2 imply that
system ẋ = f(x, e, ŵ, v) is L2-stable from (W,

√
ϑV ) to

H . This type of condition is often used in the literature on
NCS, see, e.g., [5], [12], [19], where examples of systems
satisfying these conditions are provided. Such a robustness
assumption is natural as we proceed by emulation; the
continuous-time controller (4) must satisfy some robustness
property with respect to the perturbations induced by the
network. The function ϱ in item (iii) will be involved in the
design of the local event triggering conditions. Item (iii) of
Condition 2 is a growth condition on ϱ. Similar assumptions
are made in the context of periodic event-triggered control
[20], where relevant case studies are provided to illustrate
how Conditions 1 and 2 are verified. However, note that the
scope, the model and the design are essentially different here.

Given Conditions 1 and 2, we define δ : [0, 1] → R as

δ(λ) :=
γλ

1− λLϱ
(21)

and

λ⋆ :=

{
1, if Lϱ ⩽ −γ,

min
{
1, 1

Lϱ+γ

}
, if Lϱ > −γ.

(22)

The next lemma states an important property of δ; its proof
is given in the appendix.

Lemma 1. For any λ ∈ (0, λ⋆), δ(λ) ∈ (0, 1) holds.

The following condition is required to ensure that the
resulting closed-loop system is IS(p)S.

Condition 3. There exist ϵ ∈ (0, 1) and λ ∈
(
0,min

{
λ⋆,

λ
})

such that δ(λ) < ϵ with

λ :=

{
1−ϵ2

2LW ϵ+γ , if Lϱ ⩾ 0,
1−ϵ2

2LW ϵ+γ−ϵ2Lϱ
, if Lϱ < 0.

(23)

Note that it is always possible to satisfy Condition 3 by
selecting λ sufficiently small, as δ(λ) → 0 when λ → 0.

We now define the maximum allowable event-holding time
(MAET) TH : R⩾0 × R⩾0 → R⩾0. Fix λ, ϵ such that
Condition 3 is satisfied. Select any µ ∈ (δ(λ), ϵ/δ(λ)]. The
MAET is then given by

TH(λ, µ) :=


1

LW r arctan(θ), γ > LW ,
1

LW

µ−δ(λ)
(δ(λ)+1)(µ+1) , γ = LW ,

1
LW r arctanh(θ), γ < LW ,

(24)

where

θ :=
r(µ− δ(λ))

γ
LW

(1 + µδ(λ)) + µ+ δ(λ)
, r :=

√∣∣( γ
LW

)2 − 1
∣∣,

and LW , Lδ and γ come from Conditions 1 and 2.
We are now ready to state the main result of this paper.

Its proof is omitted for space reasons.

Theorem 1. Consider the hybrid system H and suppose
Conditions 1-3 hold. We define for all ξ ∈ X and ν ∈ V,
Γ : Rny × Rny → R as

Γ(ỹ, ẽ) := (1 + ζ)γαW |ẽ|2 − λδ(λ)ϱ
(

1
1+κ |ỹ|

)
− d, (25)
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Fig. 2. Trajectories of controlled Lorenz equations under the proposed
strategy with initial condition x0 = (−20,−20, 30) and no measurement
noise, i.e., w(t) = 0 for all t ∈ R⩾0.
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Fig. 3. Inter-event times for the event-holding control strategy and no
measurement noise, i.e., w(t) = 0 for all t ∈ R⩾0.

where ζ, κ > 0 and d ⩾ 0 are tuning parameters. Then, for
any µ ∈ [δ(λ), ϵ/δ(λ)] and any (associated) holding time
τH ∈ (0, TH(λ, µ)], the system H with holding function (25)
and holding time τH is persistently flowing and the set A :=
{ξ : x = 0 ∧ e = 0} is ISpS w.r.t. the disturbances ν, if
d > 0, and A is ISS, if d = 0.

VII. NUMERICAL CASE STUDY

We consider the controlled Lorenz model of fluid convec-
tion in [21] affected by measurement noise, ẋ1 = −ax1 +
ax2, ẋ2 = bx1−x2−x1x3+u, ẋ3 = x1x2−cx3 and y = x1,
where a, b, c > 0 are related to some physical constants. The
static output feedback controller u = −

(
p1

p2
a + b

)
y, where

p1, p2 > 0, globally stabilizes the origin. The proposition
below ensures the satisfaction of Conditions 1 and 2 for this
system.

Proposition 2. Let a > 1, p1 > 2a2+1
2a and p2 > 2a2. The

controlled Lorenz system satisfies Conditions 1 and 2 with
αW , αW = 1, W (e) = |e|, LW = 0, Lϱ = 0, H(x) :=
a(|x1| + |x2|), J = 0, αW (s) = αW s2, γ2 = 2p2

(
p1

p2
a +

b
)2

+ αW and ϱ(s) = 2as2.

Proof. We take W (e) = |e|. By definition, αW = αW = 1.
Moreover, for all e ∈ Rny , W ◦(e; g(x, e, ŵ)) ⩽ |a(x1 −
x2)| ⩽ a(|x1| + |x2|) =: H(x). By Young’s inequality, we
find that H2(x) ⩽ 2a2x2

1+2a2x2
2. We introduce the quadratic

Lyapunov function V (x) = p1x
2
1 + p2x

2
2 + p2x

2
3. We have

for any x ∈ Rnx and e, ŵ ∈ Rny

⟨∇V (x), f(x, e, ŵ)⟩ = −2ap1x
2
1 − 2p2x

2
2 − 2cp2x

2
3

− 2p2x2

(
p1

p2
a+ b

)
(e+ ŵ).
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Fig. 4. Inter-event times for the event-holding control strategy and bounded
noise, i.e., |w|∞ ≈ 10−3, when d = 0.
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Fig. 5. Inter-event times for the event-holding control strategy and bounded
noise, i.e., |w|∞ ≈ 10−3, when applying space-regularization with constant
d = 2.5 · 10−4.

Let ϱ(|y|) = 2ay2 such that ⟨∇ϱ(y),−g(x, e, ŵ)⟩ ⩽
2a(−2ax2

1+2ax1x2) ⩽ 2a(ax2
1+ax2

2) ⩽ 2a2x2
1+2a2x2

2 =
H2(x). Thus, Lϱ = 0 and J = 0. Hence, we find that

⟨∇V (x), f(x, e, ŵ)⟩ ⩽ −(2ap1−2a2−2a)x2
1−(p2−2a2)x2

2

− 2cp2x
2
3 + (γ2 − αW )e2 + γ2ŵ2 − ϱ(|y|)−H2(x) (26)

with γ2 = 2p2
(
p1

p2
a+ b

)
2 + αW , αW > 0 and ϱ(s) = 2as2,

which satisfies Condition 2 when p1 > a + 1 and p2 >
2a2.

For the parameter values we select a = 10, b = 28, c =
8/3 and we set p1 = a+1.1, p2 = 2a2+1, αW = 0.05 and
we obtain γ = 147.4331. We select λ = (2γ)−1 and ϵ = 0.6,
such that λ < λ̄ < λ⋆ and Condition 3 is satisfied. We select
µ = δ(λ), µ = ϵ/δ(λ), τH = TH(λ, µ) = 2.7973 · 10−3 and
ζ = κ = 0.01.

Figures 2 and 3 depict the trajectories and the inter-event
times in absence of noise, respectively. The average inter-
event times are generally significantly above the minimum
holding time τH when no noise is present. We now add noise
to the output signal. The noise is generated as a piecewise
constant signal, where a new value of w is taken uniformly
in the interval [−10−3, 10−3] every 10−6 seconds. In Figure
4, the inter-event times are portrayed for the case where
no space-regularization is used, i.e., when d = 0. Observe
that Zeno-like behavior is present due to the noise. For
systems where the noise is consistently present, i.e., when
w(t) does not vanish as t → ∞, the space-regularization
parameter d can be used to attain improved “steady-state”
behavior in terms of average inter-event times when close
to the attractor, as depicted in Figure 5, where we selected
d = 2.5 ·10−4. By carefully selecting d, the average distance
to the attractor in “steady-state” can be maintained, as
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Fig. 6. Difference of |x| for the event-holding control strategy and bounded
noise, i.e., |w|∞ ≈ 10−3, when applying space-regularization with constant
d = 0 (in red) or d = 10−4 (in blue).

TABLE I
AVERAGE INTER-EVENT TIMES AND NUMBER OF EVENTS FOR EHC AND

ETC OVER 50 SIMULATIONS.

Average IET Total # events

EHC 0.01097 1822.78

ETC 0.00286 6976.92

depicted in Figure 6. Moreover, adding space-regularization
does not significantly impact the transient response, thereby
not degrading performance.

To highlight the benefits of EHC, we also implement
a time-regularized static ETC algorithm for the controlled
Lorenz equations, see, e.g., [5]. We tune the triggering
condition in ETC such that the MIET of the ETC algorithm
is approximately equal to the MAET τH , while keeping γ
constant. We run 50 simulations of each triggering mech-
anism using random initial conditions, i.e., for each pair
of triggering mechanisms we select some x(0, 0) ∈ [0, 1]3

according to a uniform distribution. The average inter-event
times and number of events for a 20 second simulation can
be found in Table I. Clearly, EHC outperforms static ETC
with time regularization, which underlines the benefit of EHC
with respect to time-regularized static ETC in this example.

VIII. CONCLUSIONS

We presented an output-based event-holding strategy that
is robust to measurement noise. The proposed strategy guar-
antees a lower bound on the inter-event times by design.
We obtain ISS for the closed-loop system, if no space
regularization is used, however, in presence of measurement
noise, it may lead to Zeno-like behavior when close to
the attractor. By applying space-regularization, the inter-
event times may be significantly improved as illustrated in
simulations. Due to the system being Zeno-free by design,
the space-regularization parameter can be tuned such that
the resulting trajectories maintain similar properties in terms
of (average) asymptotic closeness to the attractor, while
not impacting the performance in the transient response.
We showed these beneficial properties on the controlled
Lorenz equations to demonstrate the efficacy of the proposed
approach.
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