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Abstract—We present an event-triggered observer design for linear time-invariant systems, where the measured output is sent to the observer only when a triggering condition is satisfied. We proceed by emulation and we first construct a continuous-time Luenberger observer. We then propose a dynamic rule to trigger transmissions, which only depends on the plant output and an auxiliary scalar state variable. The overall system is modeled as a hybrid system, for which a jump corresponds to an output transmission. We show that the proposed event-triggered observer guarantees global practical asymptotic stability for the estimation error dynamics. Moreover, under mild boundedness conditions on the plant state and its input, we prove that there exists a uniform strictly positive minimum inter-event time between any two consecutive transmissions, guaranteeing that the system does not exhibit Zeno solutions. Finally, the proposed approach is applied to a numerical case study of a lithium-ion battery.

I. INTRODUCTION

In many applications, the system state is not directly accessible and needs to be estimated based on the plant input, the measured output and a model of the dynamics using an observer. When the sensors and the observer are not colocated, output measurements may need to be transmitted to the observer via a digital network. The transmission policy then has an impact on the convergence speed, robustness of the estimator, as well as on the amount of communication resources required. An option is to generate transmissions based on time, in which case we talk of time-triggered strategies for which various results are available in the literature, see, e.g., [1]–[4]. A possible drawback of this paradigm is that the output measurements are sent over the network even when these are not needed, which can lead to unnecessary resources usage. To overcome this drawback, an alternative is to use event-triggered transmissions. In this case, an event-based triggering rule monitors the plant measurement and/or the observer state and decides when an output transmission is needed. In this way, it is possible to reduce the number of transmissions over the network, while still ensuring good estimation performance.

Various works in the literature provide event-triggered estimation schemes. Many papers propose triggering rules to generate the transmission instants, which require a copy of the observer to be implemented with the sensors, see e.g., [5]–[9]. This may not be always feasible in applications for which the sensors have limited computation capabilities. An alternative is offered by self-triggering policies where the observer decides when it needs to receive a new output measurement, see e.g., [10], [11], and sends a request to receive new output data. In this case, the plant output is not continuously monitored. Another possible solution is to follow the event-triggered approach, without using a local observer and to implement a triggering rule where the sensor decides when to transmit only based on the measured output and its past transmitted value(s), see, e.g., [12]–[19].

In this paper, we adopt this last approach because it keeps monitoring the plant output, which may lead to less transmissions compared to a self-triggered approach, and it does not require a copy of the observer, which simplifies its implementation. The main novelty is a new triggering rule, which involves an auxiliary scalar variable, that has several benefits as explained in the sequel. In particular, we present an event-triggered observer for deterministic linear time-invariant continuous-time systems. We follow an emulation-based design in the sense that we first design a Luenberger observer for the continuous-time plant ignoring the packet based nature of communication network. Secondly, we take into account the latter and develop a triggering rule to approximately preserve the original properties of the observer. As already stated, we desire the triggering rule not to rely on a copy of the observer, which might be computational prohibitive. Instead, we only require the sensors to have enough computation resources to run a simple scalar linear filter. To be precise, the proposed policy is inspired by dynamic triggering rules used in the event-triggered control literature [20]–[22] and in [11], where self-triggered interval observers are designed. In particular, our strategy consists in filtering an absolute threshold strategy, as opposed to the relative threshold technique as done in the context of control in [20]–[22]. Indeed, the latter cannot be implemented for estimation, as we recall in Section III-A, which motivates our choice. Also, we cover the absolute threshold strategy considered in [15]–[18] as a special case. We show on an example that the addition of the scalar auxiliary variable can significantly reduce the number of transmissions compared to an absolute threshold rule, thereby providing a strong motivation for its use.

E. Petri and R. Postoyan are with the Université de Lorraine, CNRS, CRAN, F-54000 Nancy, France. (elena.petri@univ-lorraine.fr, romain.postoyan@univ-lorraine.fr).

D. Astolfi is with Université Claude Bernard Lyon 1, CNRS, LAGEPP UMR 5007, 43 Boulevard du 11 November 1918, F-69100, Villeurbanne, France. (daniele.astolfi@univ-lyon1.fr).

D. Nešić is with the Department of Electrical and Electronic Engineering, The University of Melbourne, Parkville, 3010 Victoria Australia. (dnesic@unimelb.edu.au).

W.P.M.H. Heemels is with the Department of Mechanical Engineering, Eindhoven University of Technology, The Netherlands. (m.heemels@tue.nl).

This work was funded by Lorraine Université d’Excellence LUE, HANDY project ANR-18-CE40-0010-02, the France Australian collaboration project IRP-ARS CNRS and the Australian Research Council under the Discovery Project DP200101303.
To analyze the proposed event-triggered observer, the overall plant-observer interconnection is modeled as a hybrid system using the formalism of [23], [24], where a jump corresponds to an output transmission. We show that the estimation error system satisfies a global practical stability property. The latter is not asymptotic in general mostly because we do not implement a copy of the observer in the triggering mechanism. Moreover, the existence of a strictly positive minimum inter-event time is ensured under mild boundedness conditions on the plant state and its input. Finally, we apply the proposed approach in a numerical case study of a lithium-ion battery as mentioned above, for which the number of transmissions can be significantly reduced compared to an absolute threshold strategy, while still ensuring good estimation performance.

Various event-triggered observer-based control strategies are available in the literature, such as e.g., [21], [25]–[27]. Nevertheless, these do not cover event-triggered estimation as a particular case, as significant technical difficulties arise, in particular in ruling out Zeno phenomenon, when the plant state is not required to converge towards a given attractor.

The proofs are omitted because of space reasons and can be found in [28], together with the definition of the used notation.

II. PROBLEM STATEMENT

Consider the linear system

$$\dot{x} = Ax + Bu \quad y = Cx,$$  

(1)

where $x \in \mathbb{R}^{n_x}$ is the state, $u \in \mathbb{R}^{n_u}$ is a known input, and $y \in \mathbb{R}^{n_y}$ is the measured output with $n_x, n_y \in \mathbb{Z}_{>0}$ and $n_u \in \mathbb{Z}_{\geq 0}$. The pair $(A, C)$ is assumed to be detectable. Hence, by letting $L \in \mathbb{R}^{n_y \times n_y}$ be any matrix such that $A - LC$ is Hurwitz, we can design a Luenberger observer [29] of the form

$$\dot{\hat{x}} = A\hat{x} + Bu + L(y - \hat{y}) \quad \hat{y} = C\hat{x},$$  

(2)

where $\hat{x} \in \mathbb{R}^{n_x}$ is the state estimate. Observer (2), when it has access to input $u$ and measured output $y$ continuously, guarantees that we are able to asymptotically reconstruct the state $x$ of the plant, implying that $\lim (x(t) - \hat{x}(t)) = 0$ for any initial condition to (1) and (2) and any input $u$.

In this work, we investigate the scenario where the plant measurement $y$ is transmitted to observer (2) via a digital channel, see Fig. 1, and therefore only samples of $y$ are available to the observer. Moreover, since the output is sent via a packet-based network, we want to sporadically transmit it, while still achieving good estimation properties. Therefore, our goal is to design a triggering rule to decide when $y$ needs to be transmitted to observer (2), with the mentioned properties. We assume for this purpose that the sensor is “smart” in the sense that it can run a local one-dimensional dynamical system. We also adopt the following assumption.

Assumption 1. The observer has access to the input $u$ continuously.

Assumption 1 is a reasonable assumption in many control applications, such as, for example, when the control input is generated on the observer side. The relaxation of this assumption is left for future work.

In this setting, the observer does not know $y$ but only its sampled version $\hat{y}$, which is generated with a zero-order-hold device between two successive transmission instants, i.e., in terms of the hybrid formalism of [23], [24], $\hat{y} = 0$ and, when a transmission occurs the output is sampled, considering an ideal sampler, $\hat{y}^+ = y$. The observer equations in (2) are then modified to become

$$\dot{\hat{x}} = A\hat{x} + Bu + L(y - \hat{y}) \quad \hat{y} = C\hat{x}.$$  

(3)

Defining the sampling-induced error $e := \hat{y} - y$, we obtain

$$\dot{\hat{x}} = A\hat{x} + Bu + L(y - \hat{y} + e).$$  

(4)

The sampling-induced error $e$ dynamics between two successive transmission instants is

$$\dot{e} = \hat{y} - y = -C\hat{x} = -CAx - CBu,$$  

(5)

and, at each transmission instant we have $e^+ = 0$, in view of $\hat{y}^+ = y$. Let $\xi := x - \hat{x} \in \mathbb{R}^{n_x}$ be the state estimation error. Its dynamics is, between two successive transmission instants, in view of (1) and (4),

$$\dot{\xi} = (A - LC)\xi - Le$$  

(6)

and, at each transmission instant, $\xi^+ = \xi$.

Our objective is to define a triggering rule, which ensures global practical asymptotic stability of estimation error dynamics and guarantees the existence of a positive minimum inter-event time between two consecutive transmissions.

Remark 1. When the system output is of the form $y = Cx + Du + d$, where $d$ is a known constant, we can generate a new output $z = C\hat{x}$ by using the knowledge of $d$, the measured output $y$ and the input $u$, which is available thanks to Assumption 1. The system then becomes of the form of (1) again. We will exploit this observation in the example of Section V.

III. TRIGGERING RULE AND HYBRID MODEL

A. Relative threshold is not suitable for estimation

We first note that the general event-triggered control solutions for stabilization may not be (directly) used for the estimation problem at hand. We illustrate this with the relative threshold technique developed for control in [22] to define the triggering rule. To see this, note that since $A - LC$ is Hurwitz, we can define $V : \xi \mapsto \xi^TP\xi$ on $\mathbb{R}^{n_x}$, where $P \in \mathbb{R}^{n_x \times n_x}$ is symmetric, positive definite and verifies $(A - LC)^TP + P(A - LC) = -Q$ for some $Q \in \mathbb{R}^{n_x \times n_x}$ symmetric and positive definite. Then, for any $\xi \in \mathbb{R}^{n_x}$ and $e \in \mathbb{R}^{n_y}$,

$$\langle \nabla V(\xi), (A - LC)\xi - Le \rangle \leq -\alpha V(\xi) + \gamma|e|^2,$$  

(7)

where $\alpha := \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)}(1 - c) > 0$, $\gamma := \frac{||P||_2^2}{\lambda_{\min}(Q)} > 0$ and $c \in (0, 1)$ a design parameter. We might then be tempted, in line
with the design philosophy of [22], to define the triggering rule as

$$\gamma |e|^2 \leq \zeta \alpha V(x),$$  \hspace{1cm} (8)

with \(\zeta \in (0, 1)\), which implies \(\langle \nabla V(x), (A - LC)x - Le \rangle \leq -(1 - \zeta)\alpha V(x)\) and thus that \(V\) strictly decreases along the solutions to (6). However, (8) cannot be implemented because the estimation error \(\xi\) is not available for the triggering rule, as it depends on \(x\) and \(\dot{x}\).

### B. Dynamic triggering rule

To overcome the issue presented in Section III-A, we introduce a scalar auxiliary variable \(\eta\), whose equations during flows and jumps are

$$\dot{\eta} = -c_1 \eta + c_2 |e|^2 \quad \eta^+ = c_3 \eta,$$  \hspace{1cm} (9)

where \(c_1 > 0\), \(c_2 \geq 0\) and \(c_3 \in [0, 1]\) are design parameters, that will be selected later according to Theorem 1.

By collecting all the equations, we obtain the hybrid model

$$\begin{cases}
\dot{x} = Ax + Bu \\
\dot{\xi} = (A - LC)\xi - Le \\
\dot{e} = -CAx - CBu \\
\dot{\eta} = -c_1 \eta + c_2 |e|^2 \\
x^+ = x \\
\xi^+ = \xi \\
e^+ = 0 \\
\eta^+ = c_3 \eta
\end{cases}$$  \hspace{1cm} (10)

for which a jump corresponds to a transmission of the current value of \(y\) to the observer. The triggering rule is implemented through the flow and jump sets, \(C\) and \(D\), which are defined as

$$C := \{(q, u) \in \mathbb{R}^{n_q} \times \mathbb{R}^{nu} : \gamma |e|^2 \leq \sigma c_1 \eta + \varepsilon, \eta \geq 0\}$$  \hspace{1cm} (11)

$$D := \{(q, u) \in \mathbb{R}^{n_q} \times \mathbb{R}^{nu} : \gamma |e|^2 \geq \sigma c_1 \eta + \varepsilon, \eta \geq 0\},$$  \hspace{1cm} (12)

where \(q\) is the overall state, defined as \(q := (x, \xi, e, \eta) \in \mathbb{R}^{n_q} = \mathbb{R}^{nx} \times \mathbb{R}^{nu} \times \mathbb{R}^{nu} \times \mathbb{R}\), with \(n_q := 2nx + nu + 1\).

Constant \(\gamma\) in (11)-(12) comes from (7), \(\sigma \geq 0\) is a design parameter and \(\varepsilon\) is a strictly positive constant needed to avoid the Zeno phenomenon. Indeed, we will prove in the sequel that there exists a minimum inter-event time between two consecutive jumps under mild extra conditions whenever \(\varepsilon > 0\). Sets \(C\) and \(D\) in (11)-(12) essentially mean that a transmission is triggered whenever \(\gamma |e|^2 \geq \sigma c_1 \eta + \varepsilon\), see Fig. 1.

Fig. 1. Block diagram representing the system architecture

The condition that \(\eta \geq 0\) in (11)-(12) never generates a transmission as it is always true whenever \(\eta\) is initialized with a non-negative value. It is thus only specified in (11)-(12) to emphasize that \(\eta\) only takes non-negative values. It is worth noting that, when \(\sigma = 0\), the triggering rule proposed in (11)-(12) corresponds to an absolute threshold triggering rule, as in, e.g., [15]–[18].

For the sake of convenience we write system (10)-(12) as

$$\begin{cases}
\dot{q} = f(q, u), & (q, u) \in C \\
q^+ = g(q), & (q, u) \in D
\end{cases}$$  \hspace{1cm} (13)

We are ready to proceed with the analysis of (13).

### IV. MAIN RESULT

#### A. Stability

The next theorem explains how to select the design parameters \(c_1, c_2, c_3\) and \(\sigma\) in (13) in order to guarantee that the observer (2) is able to globally practically estimate the state \(x\) of system (1) in the configuration explained in Section II, in which the measured outputs are not available at all times but only when the triggering rule enables transmissions.

**Theorem 1.** Consider system (13), any \(\tilde{\alpha} \in (0, \alpha]\), where \(\alpha\) comes from (7), and any \(\nu > 0\), select \(c_1, c_2, c_3, \sigma\) and \(\varepsilon\) as follows.

(i) \(c_2 \in [0, c^*_2]\) and \(\sigma \in [0, \sigma^*]\), where \(c^*_2 \geq 0\) and \(\sigma^* > 0\) are such that \(\sigma^* c^*_2 < \gamma\), where \(\gamma\) comes from (7).

(ii) \(c_1 \geq c^*_1\), where \(c^*_1 > 0\) is such that \(c^*_1 > \sqrt{1 - \frac{\sigma^* c^*_2}{\gamma}}\).

(iii) \(c_3 \in [0, 1]\).

(iv) \(\varepsilon \in (0, \varepsilon^*)\), where \(\varepsilon^* = \nu \tilde{\alpha} \gamma (\gamma + c^*_2 d)^{-1}\) with \(d := \sqrt{1 - \frac{\sigma^* c^*_2}{\gamma}}\) and \(d > 0\).

Then for any solution pair \((q, u)\) and any \((t, j) \in \text{dom}_q\),

$$V(\xi(t,j)) + d\eta(t,j) \leq e^{-\tilde{\alpha} t}(V(\xi(0,0)) + d\eta(0,0)) + \nu.$$  \hspace{1cm} (14)

It is important to note that, in absence of a digital network between the plant and the observer (i.e., when \(e = 0\)), we have from (7) that for any solution \(\xi\) to \(\dot{\xi} = (A - LC)\xi\),

\[548\]
In view of (14), and as \( d > 0 \), for any solution pair \((q, u)\) to (13), since \( \eta \) takes non-negative values in view of (11)-(12), \( V(\xi(t, j)) \leq e^{-\alpha t} (V(\xi(0,0)) + d\eta(0,0)) + \nu \). Hence, we guarantee a convergence rate \( \bar{\alpha} \in (0,\alpha] \) of \( V \) along the \( \xi \)-component of the solution to (13), which can be equal to \( \alpha \). We also have \( \nu \) in (14), which is an ultimate bound of the estimation error, that is tunable and can thus be made arbitrarily small (by selecting \( \varepsilon \) small mainly) irrespective of the chosen convergence rate at the price of more frequent transmissions in general. Property (14) also ensures that the auxiliary variable \( \eta \) is bounded and converges to a neighborhood of 0.

In Theorem 1, we first fix a convergence rate \( \bar{\alpha} \) and a guaranteed ultimate bound \( \nu \) for \( V(\xi) + d\eta \), and then we explain how to select the design parameters to accomplish this. It is worth noting that the conditions of Theorem 1 can be always ensured. Indeed, we just have to select \( \sigma^* \) and \( c_2 \) sufficiently small such that \( \sigma^* c_2 < \gamma \), which is always possible, and all the other parameters can be always selected such that items (ii)-(iv) of Theorem 1 are verified as well. Another way to use the result of Theorem 1 is to select \( \sigma \) and \( c_2 \) such that \( \sigma c_2 < \gamma \) holds. Then, by selecting \( c_3 \in [0,1] \) and any strictly positive value for \( c_1 \) and \( \varepsilon \), (14) holds for some strictly positive \( \bar{\alpha} \) and \( \nu \). This is how we select parameters in the example in Section V.

### B. Properties of the Inter-Event Times

In this section we provide properties of the inter-event times. In particular, we first show the existence of a strictly positive minimum inter-event time between two consecutive transmissions under mild boundedness conditions on plant (1). This corresponds to the existence of a dwell-time for the solutions to (13), as defined in [23], see, e.g., [30], [31]. From the definitions of \( C \) and \( D \) in (11) and (12), the inter-event time is lower bounded by the time that it takes for \( |e|^2 \) to grow from 0, that is the \( \varepsilon \) value after a jump according to (10), to \( \sqrt{\gamma} \). A proof that this time is bounded from below by a positive constant can be obtained by establishing that the time-derivative of \( |e|^2 \) is bounded. For this purpose, recalling that, from (10) we have \( \dot{e} = -CAx - CBu \), we define the following set

\[
S_M = \{ (q, u) \in \mathbb{R}^{n_y} \times \mathbb{R}^{n_u} : |CAx + CBu| \leq M \},
\]

where \( M \) is an arbitrarily large positive constant. We restrict the flow and the jump sets of system (13) so that

\[
\begin{align*}
\dot{q} &= f(q, u), \quad (q, u) \in C' := C \cap S_M \\
q^+ &= g(q), \quad (q, u) \in D' := D \cap S_M.
\end{align*}
\]

By doing so, we therefore only consider solutions to (13) such that the derivative of \( e \) is bounded. Hence, (14) still applies. Note that (15) is verified for all hybrid times when the state \( x \) and the input \( u \) are known to lie in a compact set for all positive times and the constant \( M \) is selected sufficiently large for instance. It is important to notice that the constraint (15) does not need to be implemented in the triggering rule: it is only used here for analysis purposes.

In the next theorem we prove that there exists a positive minimum inter-event time between any two consecutive transmissions for solutions to system (16).

**Theorem 2.** Consider system (16), then any solution pair \((q, u)\) has a dwell-time \( \tau := \frac{1}{2M} \sqrt{\frac{\varepsilon}{\gamma}} \), i.e., for any \((s, i), (t, j) \in dom q\) with \( s + i \leq t + j, j - i \leq \frac{\tau}{\varepsilon} + 1 \).

From Theorem 2, we see that the guaranteed minimum inter-event time \( \tau \) grows when \( M \) decreases or when \( \varepsilon \) increases, which corresponds to an increase of the ultimate bound \( \nu \), as shown in Theorem 1. Note that, because of (14), the \( \eta \) and the \( \xi \) components of the solutions to system (16) cannot blow up in finite continuous time. In addition, if the constraint on the state \( x \) and the input \( u \) in (15) is satisfied for all continuous time \( t \geq 0 \), then we can ensure the \( \tau \)-completeness of maximal solutions to system (16), see [23, Definition 2.5]. As the conditions on \( x \) and \( u \) are assumptions on the original system (1), and not part of our design, we can indeed establish that \( \tau \)-completeness of maximal solutions to (16) is guaranteed, under appropriate assumptions on the initial states of \( \eta \) and \( \xi \), and thus a positive lower bounded on the inter-event times is guaranteed. Although this already sketches the main arguments, a complete and formal proof will be given in future work.

An additional feature of the proposed triggering rule is that it stops transmitting when the sampling-induced error \( |e| \) becomes small enough, as formalized in the next lemma.

**Lemma 1.** Consider system (13), given a solution pair \((q, u)\), if there exists \((t, j) \in dom q\) such that \( |e(t', j')| < \frac{\sqrt{\gamma}}{\varepsilon} \) for all \((t', j') \in dom q\) with \( t' + j' \geq t + j \), then \( \sup_{t,j} dom q = j' < \infty \).

The condition on \( |e| \) in Lemma 1 occurs when the plant output \( y \) remains for all positive times in a small neighborhood of a constant for instance. Indeed, when the output to plant (1) satisfies \( |y(t) - y^*| < \frac{\varepsilon}{\gamma} \sqrt{\gamma} \) for all \( t \geq T \) for some \( T \geq 0 \) and some constant \( y^* \in \mathbb{R}^{n_y} \), we have for any solution pair \((q, u)\) to system (16), for any \((t_j, j), (t, j) \in dom q\) with \( (t_j, j - 1) \in dom q\) and \( t_{j+1} \geq T \), \( t_{j+1} \geq t_j \) and \( |e(t, j)| = |y(t_{j+1}) - y(t, j)| \leq \|y(t_{j+1}) - y^* - y(t, j)\| = \|y(t_{j+1}) - y^*\| + \|y^* - y(t, j)\| < 2\frac{\sqrt{\gamma}}{\varepsilon} \sqrt{\gamma} \) and the condition of Lemma 1 holds. Moreover, it automatically starts transmitting again if that condition is no longer verified. This is a clear advantage over time-triggered strategies, where the measured output is always transmitted, which may be important in practical applications. The above condition of \( y \) of Lemma 1 is verified, for example, when the plant is asymptotically stable and the input \( u \) is constant, see also the example in the next section. Note that Lemma 1 applies to system (13), and not only to system (16).

### V. Numerical Case Study

We apply the proposed event-triggered observer to a lithium-ion battery example [32]. This can be relevant when the battery management system is not co-located with the battery and communicates with it via a digital network. The
considered electrical equivalent circuit of the battery cell is shown in Fig. 2. From the circuit, the following system model is derived

\[
\begin{align*}
\dot{U}_{RC} &= -\frac{1}{\tau} U_{RC} + \frac{1}{C} i_{bat} \\
\dot{V}_{bat} &= -U_{RC} + \alpha f SOC + \beta f - R_{int} i_{bat}.
\end{align*}
\] (17)

The states \(U_{RC} \in \mathbb{R}\) and \(SOC \in \mathbb{R}\) are the voltage on the RC circuit and the battery state of charge, respectively. The input \(i_{bat} \in \mathbb{R}\) is the battery current and the output \(V_{bat} \in \mathbb{R}\) is the battery voltage. Considering the temperature to be constant and equal to 25°C, the following values are taken \(\tau = 7\ s\), \(C = 2.33 \times 10^4\ F\), \(Q = 25\ Ah\), \(R_{int} = 4\ m\Omega\), \(\alpha_f = 0.6\) and \(\beta_f = 3.4\), which have been derived from experimental data. We design observer (2) with \(L = [0.64, 2.33]\). As a result, (7) holds with \(P = \begin{bmatrix} 1.57 \times 10^4 & -3.39 \times 10^3 \\ -3.39 \times 10^3 & 1.29 \times 10^3 \end{bmatrix}\), \(Q = \begin{bmatrix} 100 & 0 \\ 0 & 1000 \end{bmatrix}\), \(\alpha = 0.003\) and \(\gamma = 1.104 \times 10^5\).

From (17), we see that the system output has a feedthrough term, indeed, the output equation has the following structure \(y = Cx + Du + \beta_f\). However, since the observer has access to the input \(u = i_{bat}\) continuously thanks to Assumption 1 and \(\beta_f\) is known, we can rewrite the output equation as \(z = Cx\), as explained in Remark 1.

We have first simulated the event-triggered observer with \(\sigma = 500\), \(c_1 = 1\), \(c_2 = 50\), \(c_3 = 1\), \(\varepsilon = 1\). With this choice of parameters, the condition \(\sigma c_2 < \gamma\) is satisfied. The input is given by a plug-in hybrid electric vehicle (PHEV) current profile, shown in Fig. 3, for which the solutions to (17) remains in a compact set, so that \(|Ca_x + CBu| \leq M\) for \(M\) large enough along the solutions like in (15) and Theorem 2 applies. Fig. 3 also provides the plots of the corresponding output, state estimation error and inter-transmissions times obtained with the following initial conditions: \(U_{RC}(0,0) = 1\ V, SOC(0,0) = 100\% ,\ \xi_{U_{RC}}(0,0) = 0\ V, \ \xi_{SOC}(0,0) = 75\% ,\ \epsilon(0,0) = 0\) and \(\eta(0,0) = 10^6\). The minimum-inter event time seen in simulation is 0.227 s. It is clear that both state estimation errors practically converge to zero. Moreover, the proposed scheme stops the transmissions whenever voltage \(V_{bat}\) tends to a constant, like in [720 s, 900 s] and [1260 s, 1500 s], where the inter-transmission time keeps growing, which is again a clear advantage over time-triggered policies. Indeed, when the input \(i_{bat} = 0\), the output \(V_{bat}\) tends to constant and no data are transmitted, as explained in Lemma 1. Moreover, the transmissions start again when the input becomes different from 0.

We have also analyzed the impact of the design parameters, in particular we focus on the effect of \(\sigma\), \(c_1\) and \(\varepsilon\). For this purpose, we have simulated the corresponding system (13) with different parameters configurations and 100 different initial conditions each time, which were selected randomly in the interval \([0,3]\)\ V for \(U_{RC}(0,0)\) and \(\xi_{U_{RC}}(0,0)\) and in the interval \([0,100]\%\) for \(SOC(0,0)\) and \(\xi_{SOC}(0,0)\). The scalar variable \(\eta\) and the sampling induced error were always initialized as \(\eta(0,0) = 10^6\) and \(\epsilon(0,0) = 0\). For each choice of parameters, we have evaluated how many transmissions occur in the time interval \([0 s, 1500 s]\) on average as well the maximum absolute value of the state estimation errors \(|\xi_{U_{RC}}(t,j)|\) and \(|\xi_{SOC}(t,j)|\) with \(t \in [1000 s, 1500 s]\) averaged over all simulations. The data collected are shown in Table I.

Table I shows that, in all considered configurations, the estimation error is small. Moreover, the data suggest that there is a trade-off between the number of transmissions and the estimation accuracy, as already indicated in Section IV. In particular, when \(\varepsilon\) is small, we have more transmissions, but the error is smaller. Conversely, when \(\varepsilon\) is large, the number of transmissions is reduced, but the estimation error increases, even if it is still reasonably small in view of the application. Moreover, Table I shows that the larger \(c_1\), the higher the number of transmissions required, without a big impact on the accuracy of the estimation error, except
from the case when $c_1 = 0.01$ which produces only 10 transmissions, but the estimation error is higher. Furthermore, there is a trade-off also on the choice of $\sigma$. Indeed, the larger $\sigma$, the smaller the number of transmissions, but the larger the error. It is important to note that the last parameters choice in Table I, with $\sigma = 0$, corresponds to an absolute threshold triggering rule and leads to many transmissions.

VI. CONCLUSIONS

We have presented an event-triggered observer design for linear time-invariant systems. To decide when the measured output needs to be transmitted to the observer, a novel dynamic triggering rule is implemented by a smart sensor. Compared with other works in the literature, we do not need a copy of the observer in the sensor, but only a first order filter of the sampling-induced error, which is easier to implement in practice.
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