Constraint-adaptive MPC for large-scale systems: Satisfying state constraints without imposing them
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Abstract: Model Predictive Control (MPC) is a successful control methodology, which is applied to increasingly complex systems. However, real-time feasibility of MPC can be challenging for complex systems, certainly when an (extremely) large number of constraints have to be adhered to. For such scenarios with a large number of state constraints, this paper proposes two novel MPC schemes for general nonlinear systems, which we call constraint-adaptive MPC. These novel schemes dynamically select at each time step a (varying) set of constraints that are included in the on-line optimization problem. Carefully selecting the included constraints can significantly reduce, as we will demonstrate, the computational complexity with often only a slight impact on the closed-loop performance. Although not all (state) constraints are imposed in the on-line optimization, the schemes still guarantee recursive feasibility and constraint satisfaction. A numerical case study illustrates the proposed MPC schemes and demonstrates the achieved computation time improvements exceeding two orders of magnitude without loss of performance.
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1. INTRODUCTION

1.1 Motivation

Model Predictive Control (MPC) is an advanced feedback control strategy with widespread industrial application (Mayne, 2014; Dotoli et al., 2015). While MPC exists in numerous forms tailored to the specific application, its basic structure remains the same. Indeed, in general, MPC is an optimization-based controller that minimizes a finite-horizon performance criterion subject to system dynamics and constraints over a future sequence of control inputs. At each point of time this optimization problem is solved based on the (estimated) state of the controlled plant. By selecting the first value of the optimal control sequence as the control input applied to the plant and using a receding-horizon principle to obtain the control input, the MPC feedback policy is created.

As mentioned, the control input in (implicit) MPC is obtained by solving an on-line optimization problem at each time step. As such, the real-time feasibility of MPC is determined to a large extent by the computational complexity of this optimization problem (and, of course, the available computational hardware). Certainly for complex systems with a high number of decision variables and constraints, the computational complexity of the optimization problem can prohibit real-time implementation. Therefore, numerous methods have been proposed that aim to reduce the computational complexity, such as explicit MPC, model reduction, and numerical solver optimizations, see, e.g., (Rawlings et al., 2019; Hovland et al., 2006; Jerez et al., 2011).

The computational complexity of MPC schemes depends on, among others, the number of decision variables, the model dimension, and the number of constraints (Boyd and Vandenberghe, 2009). In this paper, we are particularly interested in systems with an (extremely) large number of inequality (state) constraints, which can lead to computational intractability for real-time MPC. Dynamical systems with many state constraints are encountered in a diverse range of scenarios, including the case of controlling partial differential equations (PDEs). Certainly, in these cases MPC control is challenging (Altmüller and Grüne, 2012). Typically, the spatial discretization of the PDE results in a large-scale highly complex model. Furthermore, if there are constraints defined on the continuous spatial domain, spatial discretization will yield many constraints. This problem is, for instance, encountered in Magnetic Resonance (MR) guided hyperthermia in cancer treatments (Hendriks et al., 2018; Paulides et al., 2013). Here, a temperature upper bound on the patients’ tissue results in a large number of inequality constraints on the discrete spatial domain. As a result, both the large model and the high number of constraints complicate the real-time implementation of MPC strategies for PDE-based
systems. While model reduction techniques for large-scale systems are available, they do not reduce the number of inequality constraints (Antoulas, A.C.; Sorensen, D.C.; Gugercin, 2000), and, hence, building MPC schemes for such applications remains a true challenge. This observation forms a strong motivation for the present work.

1.2 State-of-the-art

For systems with many inequality constraints, a natural idea is to reduce the number of inequality constraints to obtain real-time feasibility of the MPC scheme. For example, it is possible to identify and remove redundant constraints prior to solving the optimization problem. However, generally, this is intractable in cases with a large number of inequality constraints (Paulraj and Sumathi, 2010). Alternatively, one could aim for online constraint removal as proposed by (Jost and Mönigmann, 2013). Unfortunately, this approach requires extensive offline computations that do not scale well to a (very) large number of constraints. Other recent techniques use machine learning to either approximate the MPC control law (Hertneck et al., 2018) or use a hybrid approach where machine learning is used to better warm start an active set algorithm (Klaucó et al., 2019). While these methods showed clear improvements in computation time, they require extensive offline training.

1.3 Contributions

As solving the MPC problem within the sample time for systems with a large number of inequality constraints remains to be impossible in many situations, novel MPC strategies are needed that ensure constraint satisfaction and good performance properties while being computationally tractable. In this research we propose two novel real-time feasible MPC schemes for models with many inequality constraints. The key idea behind our schemes is based on adaptively including only a (small) well-chosen and state-dependent subset of the state constraints in the on-line optimization problem, which then becomes tractable to solve. For this reason, we call our new schemes constraint-adaptive MPC (ca-MPC). Critically, our approach guarantees constraint satisfaction and recursive feasibility under appropriate conditions, as we will prove. So, although not all (state) constraints are imposed in the on-line optimization, we will still be able to prove that all constraints are satisfied under the proposed MPC laws.

The remainder of this paper is structured as follows. First, we introduce a regular MPC setup and the problem formulation in Section 2. In Section 3, we treat the case where the state constraint set is controlled invariant, propose the corresponding ca-MPC approach and establish recursive feasibility and constraint satisfaction. In Section 4, we consider the case where the state constraint set is not controlled invariant by including a suitably chosen terminal set. In Section 5, a simulation study is performed for a double integrator system to demonstrate the benefits of our new method. There we will observe a significant reduction in computation time (two orders of magnitude) without loss of performance. Last, in Section 6 we present the conclusions and recommendations.

2. MPC SETUP AND PROBLEM FORMULATION

In this section, we introduce the system to be controlled, the MPC setup, and the problem formulation.

2.1 System description

In this paper, we consider plants that are described by the discrete-time time-invariant nonlinear system

$$\mathbf{x}_{k+1} = f(\mathbf{x}_k, \mathbf{u}_k).$$

(1)

Here, $\mathbf{x}_k \in \mathbb{R}^n$ and $\mathbf{u}_k \in \mathbb{R}^m$ denote the plant states and the inputs, respectively at discrete time $k \in \mathbb{N}$. Furthermore, $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$ denotes a possibly nonlinear state transition function. The system (1) is subject to state and input constraints that are given by

$$\mathbf{x}_k \in \mathcal{X}, \quad \mathbf{u}_k \in \mathcal{U}, \quad k \in \mathbb{N},$$

(2)

where

$$\mathcal{X} := \{ \mathbf{x} \in \mathbb{R}^n | C \mathbf{x} \leq \mathbf{b} \},$$

(3a)

$$\mathcal{U} := \{ \mathbf{u} \in \mathbb{R}^m | C_u \mathbf{u} \leq \mathbf{b}_u \},$$

(3b)

are assumed to be non-empty sets with $C \in \mathbb{R}^{n_x \times n}$ and $C_u \in \mathbb{R}^{n_u \times m}$. Here, $n_x$ and $n_u$ denote the number of state and input constraints, respectively.

2.2 MPC setup

Based on system (1) and constraints (2), a MPC setup given state $\mathbf{x}_k$ at time $k \in \mathbb{N}$ can be formulated as

$$\begin{aligned}
\text{minimize} & \quad \ell_T(\mathbf{x}_{N|k}) + \sum_{i=0}^{N-1} \ell(\mathbf{x}_{i|k}, \mathbf{u}_{i|k}), \\
\text{subject to} & \quad \mathbf{x}_{i+1|k} = f(\mathbf{x}_{i|k}, \mathbf{u}_{i|k}), \\
& \quad \mathbf{x}_{0|k} = \mathbf{x}_k, \\
& \quad \mathbf{x}_{i|k} \in \mathcal{X}, \quad i = 1, \ldots, N, \\
& \quad \mathbf{u}_{i|k} \in \mathcal{U}, \quad i = 0, \ldots, N - 1.
\end{aligned}$$

(4a)

Here, $\ell(\cdot)$, $\ell_T(\cdot)$, $\mathbf{x}_{i|k}$, and $\mathbf{u}_{i|k}$ denote the stage cost, the terminal cost, the predicted state, and the predicted input, respectively. In particular, the $i|k$ subscript is used to denote the $i$-th prediction at time $k$. For example, $\mathbf{x}_{i|k}$ denotes the prediction of $\mathbf{x}_{k+i}$ made at time $k$. Additionally, the stage and terminal cost quantify the performance in terms of the predicted states $\mathbf{x}_{i|k}$ and inputs $\mathbf{u}_{i|k}$, $i = 0, 1, 2, \ldots, N$. For the optimization problem (4) we denote the set of feasible inputs for state $\mathbf{x}_k$ by

$$\mathcal{U}_F(\mathbf{x}_k) := \{ (\mathbf{u}_{0|k}, \ldots, \mathbf{u}_{N-1|k}) \in \mathcal{U}^N | \text{(4b)} - \text{(4e)} \}.$$ 

(5)

Moreover, we denote the set of feasible states of (4) by

$$\mathcal{X}_F := \{ \mathbf{x} \in \mathcal{X} | \mathcal{U}_F(\mathbf{x}) \neq \emptyset \}.$$ 

(6)

Lastly, under suitable assumptions on $\ell(\cdot)$, $\ell_T(\cdot)$, $\mathcal{X}$, and $\mathcal{U}$, a minimizer of this optimization problem exists for all $\mathbf{x}_k \in \mathcal{X}_F$ and we denote by $\mathcal{U}_k^* := (\mathbf{u}_{0|k}^*, \ldots, \mathbf{u}_{N-1|k}^*)$, a particular one at time $k \in \mathbb{N}$, i.e.,

$$\mathcal{U}_k^* \in \underset{\mathcal{U}_k \in \mathcal{U}_F(\mathbf{x}_k)}{\arg \min} \ell_T(\mathbf{x}_{N|k}) + \sum_{i=0}^{N-1} \ell(\mathbf{x}_{i|k}, \mathbf{u}_{i|k}).$$

(7)

The optimal predicted state sequence corresponding to $\mathcal{U}_k^*$ is denoted by $\mathcal{X}_k^* := (\mathbf{x}_{0|k}^*, \ldots, \mathbf{x}_{N|k}^*)$.

Using a receding horizon implementation, the MPC problem (4) is turned into a feedback law by applying the first computed input in $\mathcal{U}_k^*$ on the real plant (1), i.e.,

$$\begin{aligned}
\mathbf{u}_k & := K_{MPC}(\mathbf{x}_k) := \mathbf{u}_{0|k}^*.
\end{aligned}$$

(8)
2.3 Problem statement

As discussed in the introduction, to enable real-time feasibility of the MPC scheme (8), we need to be able to compute a minimizer to the optimization problem (4) within the sampling period that corresponds to the discrete-time plant (1). This becomes particularly challenging if the number of constraints, \(n_x\), in the state constraint set \(X\) becomes very large. The goal of this paper is to provide novel MPC schemes that are computationally more tractable by replacing the state constraint set in the online optimization problem by one with a significantly lower number of (state) constraints, while still leading to good performance properties and guaranteeing constraint satisfaction (2).

3. CA-MPC UNDER CONTROLLED INVARIANCE OF ORIGINAL CONSTRAINT SET

As already hinted upon in the previous section, we will replace the constraint set \(X\) in the on-line optimization problem (4) by a “simpler” one that contains a small subset of the constraints in \(X\), thereby making the on-line optimization problem computationally tractable. Regardless, constraint satisfaction must be assured for all times. In particular, we are going to replace \(X\) by a well-crafted combination of a reduced constraint set

\[ X_r(x_k) := \{ x \in \mathbb{R}^n | C_j x \leq b_j, \quad j \in \mathcal{J}(x_k) \}, \tag{9} \]

where \(\mathcal{J}(x_k) \subseteq \mathbb{N}_{[1,n_x]}\) is the index set that captures the selected constraints, and a so-called delta set \(\Delta(x_k)\) based on the current state \(x_k\) (and possibly other information available at time \(k \in \mathbb{N}\)). The exact construction will be explained in detail below. In this section, we first consider the case where \(X\) is controlled invariant.

**Definition 1.** The set \(X\) is controlled invariant for (1) with the input set \(U\), if for all \(x \in X\) there exists an \(u \in U\) such that \(f(x, u) \in X\).

The reduced MPC problem at time \(k \in \mathbb{N}\) for state \(x_k\), where \(X\) is replaced by a combination of \(X_r(x_k)\) and \(\Delta(x_k)\), is given by

\[
\begin{align*}
\text{minimize} & \quad \ell_T(x_{N|k}) + \sum_{i=0}^{N-1} \ell(x_{i|k}, u_{i|k}), \quad (10a) \\
\text{subject to} & \quad (4b), (4c), (4e), \\
& \quad x_{i|k} \in X_r(x_k) \cap \Delta(x_k), \quad (10b) \\
& \quad x_{i|k} \in X_r(x_k), \quad i = 2, \ldots, N. \quad (10c)
\end{align*}
\]

A few comments are in order. First, only the first predicted state, \(x_{1|k}\), is constrained by both the reduced constraint set \(X_r(x_k)\) and the delta set \(\Delta(x_k)\), while the other states are constrained only by \(X_r(x_k)\). Second, the reduced constraint set depends on \(x_k\), which leads to the adaptive nature of the set. Last, we define the feasible set for (10) as \(X^F := \{ x \in X | \mathcal{U}_p(x_k) \neq \emptyset \} \), where \(\mathcal{U}_p(x_k) := \{ u_k \in \mathcal{U}^N | (4b), (4c), (4e), (10b) \}\). Moreover, the corresponding control law is denoted by \(K_{\text{MPC}}^r : X^F \rightarrow \mathcal{U}\) and defined similarly as in (8).

We now proceed with proposing a construction for the reduced constraint set \(X_r : X \rightarrow \mathbb{R}^n\) according to (9) and guarantee recursive feasibility and constraint satisfaction by providing suitable conditions on \(\Delta : X \rightarrow \mathbb{R}^n\) to select the relevant constraints in (9) via \(\mathcal{J}(x_k)\) given a state \(x_k\), we introduce the concept of a safety set. Here, a safety set \(X_s \subseteq X\) is defined as a tightened constraint set based on non-negative vector \(\alpha \geq 0\), which can be seen as a “safety margin” or a “margin to constraint violation.” In particular, \(X_s := \{ x \in \mathbb{R}^n | C x \leq b - \alpha \}\). Given \(x_k\) and \(X_s\), we include constraints in \(X_r(x_k)\) based on the constraint violations of the safety set:

\[
\mathcal{J}(x_k) := \{ j \in \mathbb{N}_{[1,n_x]} | C_j x_k > b_j - \alpha_j \}. \tag{11}
\]

This ensures that once the state approaches the boundary of \(X_s\), the relevant constraints are included in \(X_r(x_k)\) as, loosely speaking, for these constraints the safety margin has become too small. Observe that the safety set itself is not included in the MPC problem. Furthermore, note that the computation of (11) and thus computing \(X_r(x_k)\) can be performed efficiently and only has to be done once at each time step. We illustrate the MPC setup from (10) with the reduced constraint set, delta set, and predicted state trajectory in Fig. 1.

![Illustrating ca-MPC when X is controlled invariant](https://example.com/caMPC.png)

**Fig. 1.** Illustrating ca-MPC when \(X\) is controlled invariant. Clearly, \(x_{1|k}\) cannot be outside of \(X\) while \(x_{2|k}, \ldots, x_{N|k}\) are not necessarily constrained to \(X\) as illustrated by \(x_{3|k}\).

While the safety set tries to include relevant constraints in \(X_r(x_k)\), it does not guarantee recursive feasibility and constraint satisfaction automatically. To obtain these properties, conditions have to be imposed on \(\Delta(x_k)\).

**Theorem 2.** Consider the ca-MPC scheme (10) with \(X\) controlled invariant for (1) with the input set \(U\). If for all states \(x \in X\) and corresponding reduced constraint set \(X_r(x)\), the delta set \(\Delta(x)\) satisfies the properties

(i) \(X_r(x) \cap \Delta(x) \subseteq X_s\),
(ii) \(\exists \bar{u} \in U\) such that \(f(x, \bar{u}) \in X_r(x) \cap \Delta(x)\),

then the feasible set is equal to \(X\), i.e., \(X^F = X\) and (10) is recursively feasible in the sense that if \(x \in X^F\), then \(f(x, K_{\text{MPC}}^r(x)) \in X^F\). Moreover, constraint satisfaction is guaranteed for the closed-loop system

\[
x_{k+1} = f(x_k, u_k), \quad u_k = K_{\text{MPC}}^r(x_k) \tag{12}
\]

in the sense that for all trajectories of this system with \(x_0 \in X^F\) the constraints in (2) are satisfied.

Due to space constraints, all proofs are omitted.

We now have established sufficient conditions on \(\Delta : X \rightarrow \mathbb{R}^n\) that guarantee recursive feasibility and constraint satisfaction. However, it is still unclear how to construct a \(\Delta(x)\) that satisfies Conditions (i)-(ii) in Theorem 2. To this end, we propose a construction for \(\Delta(x)\) that satisfies both Conditions (i) and (ii). An example of a simple set \(\Delta(x)\) for \(x \in X\) given an admissible input \(\bar{u}\) such that \(f(x, \bar{u}) \in X\).
is a sphere: \( \Delta(x) = \{ \tilde{x} \in \mathbb{R}^n \mid ||f(x, \tilde{u}) - \tilde{x}||_p \leq c(x) \}, \ p \in \{N, \infty \} \). Here, the radius \( c(x) \) depends on \( x \) and is chosen such that \( X_r(x) \cap \Delta(x) \subseteq \mathbb{X} \) holds. Note that a \( \Delta(x) \) satisfying the required conditions can always be obtained by selecting \( c(x) = 0 \) (although that is a very restrictive choice). Depending on the choice of the norm \( \cdot \|_p \), different state constraint sets are obtained in the on-line MPC optimization problem, e.g., for \( p = 1, \infty \) we obtain polyhedral sets, while for \( p = 2 \), we obtain quadratic-type constraints as seen in Fig. 1.

4. CA-MPC WITH TERMINAL SETS

In the previous section, we assumed that \( \mathbb{X} \) was controlled invariant. While this resulted in rather basic conditions regarding recursive feasibility and constraint satisfaction, it is often not the case that the original constraint set \( \mathbb{X} \) is controlled invariant, or that there is a natural (sufficiently large) and easy-to-compute controlled invariant set inside \( \mathbb{X} \) to replace \( \mathbb{X} \). Alternatively, simple terminal sets are more commonplace in guaranteeing recursive feasibility for MPC schemes (Mayne et al., 2000). Therefore, it is of interest to extend the previous results to ca-MPC schemes based on terminal sets, for which we assume the following: Assumption 3. The set \( X_T \subset \mathbb{X} \) is a nonempty and controlled invariant set for (1) with input set \( \mathbb{U} \).

We start by introducing a standard MPC setup with terminal set as

\[
\begin{align*}
\text{minimize} & \quad \ell_T(x_N|k) + \sum_{i=0}^{N-1} \ell(x_i|k, u_i|k), \\
\text{subject to} & \quad x_{i+1|k} = f(x_i|k, u_i|k), \\
& \quad x_0|k = x_1^*|k-1 = x_k, \\
& \quad x_i|k \in \mathbb{X}, \quad i = 1, \ldots, N-1, \\
& \quad x_N|k \in X_T, \\
& \quad u_i|k \in \mathbb{U}, \quad i = 0, \ldots, N-1.
\end{align*}
\]

Observe that the final predicted state \( x_N|k \) is constrained to be contained in the terminal set \( X_T \).

Now we propose a modification of (13) to obtain a reduced MPC problem with terminal set at time \( k \in \mathbb{N} \) with state \( x_k = x_1^*|k-1 \). This new MPC is parameterized by a state sequence \( X_{k-1}^* = (x_1^*|k-1, \ldots, x_N^*|k-1) \) and given by

\[
\begin{align*}
\text{minimize} & \quad \ell_T(x_N|k) + \sum_{i=0}^{N-1} \ell(x_i|k, u_i|k), \\
\text{subject to} & \quad x_{i+1|k} = f(x_i|k, u_i|k), \\
& \quad x_0|k = x_1^*|k-1 = x_k, \\
& \quad x_i|k \in X_i^*(x_{i+1|k-1}) \cap \Delta(x_{i+1|k-1}), \\
& \quad i = 1, \ldots, N-1.
\end{align*}
\]

First of all, let us note that the reduced constraint set \( X_T(\cdot) \) is based on using the optimal predicted state sequence \( X_{k-1}^* \) at the previous time step (and not only based on \( x_k \)). Second, note that the construction of \( X_T(\cdot) \) can remain unchanged and, hence, is given by (9) by now exploiting the optimal predicted state sequence \( X_{k-1}^* \). Third, the delta set \( \Delta(x_{i+1|k-1}) \), \( i = 1, \ldots, N-1 \), is applied over the complete prediction horizon (except the last step). Conceptually, the sequence of delta sets can be interpreted as a tube \( \Delta^{N-1}(X_{k-1}^*) := (\Delta(x_{2|k-1}^*), \ldots, \Delta(x_{N|k-1}^*)) \)

that constrains the predicted state sequence (which will make sure in the end that we have constraint satisfaction, as we will prove in Theorem 5). Note that the role of the tube is different from tube-based MPC (Mayne et al., 2005). In Fig. 2 we provide an illustrative example of the ca-MPC scheme from (14).

Remark 4. We assume the terminal set is sufficiently simple to be included in (14) without computational issues. We note that reduction of the terminal set constraints is possible as well, but it is not detailed for ease of exposition.

In particular, the constraints in Problem (14) are well-defined (and parameterized) for all \( X_{k-1}^*(x_{i+1|k-1}) \) contained in the set \( \mathbb{S} \) defined as

\[
S := \{(\tilde{x}_1, \ldots, \tilde{x}_N) \in \mathbb{X}^N \mid \text{ there exists } \tilde{u}_1, \ldots, \tilde{u}_{N-1} \in \mathbb{U}^{N-1} \text{ s.t. } \tilde{x}_{i+1} = f(\tilde{x}_i, \tilde{u}_i), \ i = 1, \ldots, N-1, \text{ and } \tilde{x}_N \in X_T \},
\]

which are all state trajectories of length \( N \) that satisfy the system dynamics (1), the input and state constraints (2), and end in the terminal set \( X_T \).

For \( k = 0 \), the sets \( X_T(x_{i+1|k-1}) \) for \( i = 1, \ldots, N-1 \) are not explicitly defined yet as the state sequence \( X_{k-1}^* \) is not available. However, to overcome this, the scheme is started up at \( k = 0 \) and state \( x_0 \) by finding an \( X_{k-1}^* \in \mathbb{S} \), where \( \mathbb{S} \) as in (15) with the additional constraint that \( \tilde{x}_1 = x_0 \). With such a sequence \( X_{k-1}^* \in \mathbb{S} \) the optimization problem (14) can be formulated and solved, and this can be considered as the initial condition to our ca-MPC scheme. Therefore, we introduce

\[
S_0(x_0) := \{(\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_N) \in \mathbb{S} \mid \tilde{x}_1 = x_0 \}.
\]
We now have sufficient conditions on the structure of $\Delta(\cdot)$ to use this two-dimensional system as it is more easy to visualize and we can, just as for large-scale systems, impose many (non-redundant) state constraints, which makes this a good example for illustration. Additionally, the non-reduced MPC solution (13) is tractable for this system, which allows for a comparison to our ca-MPC scheme. Finally, our implementation uses the inputs as decision variables (so-called “dense” formulation) which makes the model order less relevant. Hence, the double integrator system with many state constraints is a good representative for more complex systems.

5. DOUBLE INTEGRATOR CASE STUDY

To demonstrate ca-MPC we apply the proposed methodology in Section 4 to a double integrator system. We opted to use this two-dimensional system as it is more easy to visualize and we can, just as for large-scale systems, impose many (non-redundant) state constraints, which makes this a good example for illustration. Additionally, the non-reduced MPC solution (13) is tractable for this system, which allows for a comparison to our ca-MPC scheme. Finally, our implementation uses the inputs as decision variables (so-called “dense” formulation) which makes the model order less relevant. Hence, the double integrator system with many state constraints is a good representative for more complex systems.

5.1 System and constraint definition

The double integrator system is described by

$$x_{k+1} = \begin{bmatrix} 1 & 0.1 \\ 0 & 1 \end{bmatrix} x_k + \begin{bmatrix} 0.005 \\ 0.1 \end{bmatrix} u_k.$$  (21)

Next, the state constraints are defined as piecewise linear approximations of two quadratic constraints resulting in $n_x = 1000$ constraints, see Fig. 3. The input is constrained by $U = [-0.5, 0.5]$ and the prediction horizon is chosen as $N = 15$. Last, the terminal set is shown in Fig. 3. The resulting quadratic program given by (13) has approximately 14,000 linear inequality constraints.

We implement the ca-MPC scheme from Section 4 as $X$ is not controlled invariant. Here, we choose $\ell(x, u) = \|x\|_2^2 + u^2$ and $\ell_T(x) = \|x\|_2^2$. Next, $\alpha$, which defines the safety set and in turn the reduced constraint set, is given by

$$\alpha = 0.1 \cdot \frac{\|C_1\|_2 \ldots \|C_{n_x}\|_2}{\|T\|_F}.$$  (22)

This has the interpretation that $X$ is tightened by a uniform distance. Recall that $C = [C_1^T \ldots C_{n_x}^T]^T$ is the matrix defining the state constraints (2). Additionally, for ease of implementation, we use a reduced constraint set that does not vary over the horizon, see Remark 6. Next, we define the delta set as $\Delta(x) := \{ \tilde{x} \in \mathbb{R}^2 \mid \|\tilde{x} - x\|_\infty \leq c(x)\}$. The radius $c(x)$ is chosen such that $\Delta(x_{i+1}^k) \subseteq X_c(X_k)$, where

$$X_c(X_k) := \begin{cases} x \in \mathbb{R}^2 \mid C_j x \leq b_j, & j \in J_c(X_k), \end{cases}$$  (23a)

$$J_c(X_k) := N_{[1,n_x]} \setminus \left( \bigcap_{i=2}^N J(x_{i|k}) \right).$$  (23b)

Observe that $X_c(X_k)$ contains the constraints not included in $X_r(X_k)$. The radius $c(x)$ is chosen by checking the vertices of $\Delta(x)$ against $X_c(X_k)$. Note that this choice for $X_c(X_k)$ is conservative in the light of Condition (1) from Theorem 5. However, the additional conservatism is considered acceptable given the resulting trivial construction of the delta sets. Of course, all guarantees regarding constraint satisfaction and recursive feasibility remain to hold.

5.2 Results

The ca-MPC closed-loop trajectory is compared with the (unreduced) MPC solution from (4), see Fig. 3. Here, (21) is initialized at $x_0 = [-4.2 -0.3]^T$ and steered towards the origin. As seen in Fig. 3, the ca-MPC solution is indistinguishable from the MPC solution. Nevertheless, ca-MPC uses only a fraction of the state constraints and has significantly lower computation time. The percentage of state constraints and the computational time, both with respect to traditional MPC, are shown in Fig. 4. Note that the computation of the delta sets and reduced
constraint set is included in the computation time for ca-MPC. From Fig. 4 we observe an improvement in the computation time of two orders of magnitude. This result clearly demonstrates the potential of ca-MPC for systems with many state constraints.

In this paper, we presented constraint-adaptive MPC (ca-MPC) schemes that enable real-time feasibility for complex nonlinear systems with a large number of state inequality constraint. The two novel ca-MPC designs were based on the idea of dynamically varying the set of imposed state constraints in the MPC optimization problem in such a way that recursive feasibility and constraint satisfaction is guaranteed. The first scheme exploited the controlled invariance of the original state constraint set, while the second relaxed this assumption and just required the availability of a basic terminal set. A simulation study with a benchmark double integrator system showed the potential of our new framework. Indeed, the implemented ca-MPC lead to a significant reduction of the computation time with a negligible impact on closed-loop performance.

This work can be extended in various directions. For instance, as indicated in Remark 7, it is possible to preserve stability of the closed-loop ca-MPC system using standard conditions on the terminal ingredients. Interesting future work in this light is to extend this preservation of closed-loop stability also to performance guarantees by proper construction of safety and delta sets. Also the extension of our results to ca-MPC setups with large prediction horizons, without the use of controlled invariance of the state constraint set or the use terminal sets, is of interest.
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