Reference-dependent variable-gain control for a nano-positioning motion system
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Abstract: In this paper, we develop a variable-gain (VG) control strategy that allows for a reference-dependent ‘bandwidth’ of the feedback controller. The proposed controller architecture can achieve improved performance given time-varying, reference-dependent performance requirements compared to linear time-invariant control, which suffers from design trade-offs between low-frequency tracking performance and sensitivity to higher-frequency disturbances. The VG controller consists of frequency-domain loop-shaped linear filters and a VG element. The gain of this element depends on reference information and determines the desired reference-dependent bandwidth of the resulting controller. We present data-based frequency-domain conditions to verify stability and convergence of the closed-loop system. The complete controller design process and the ability of the ‘bandwidth-on-demand’ controller to outperform linear time-invariant controllers are illustrated through experiments on an industrial nano-positioning motion system.
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1. INTRODUCTION

The increasing performance demands on speed, accuracy, throughput, etc., of today’s high-precision motion systems require them to operate under diverse modes of operation, each related to a distinct set of performance requirements. If this comes with the presence of multiple disturbance sources, active in various frequency ranges, this poses a challenging control design task. This is due to the fact that the vast majority of controller designs techniques employed in the scope of motion control generally relies on classical linear control theory in which fundamental design trade-offs are inherently present. Namely, increasing the bandwidth of the controlled system improves the low-frequency disturbance rejection properties, and, hence, the tracking-performance, but due to the waterbed effect, this also results in a larger sensitivity to higher-frequency disturbances (i.e., around and/or above the bandwidth), see, e.g., Seron et al. (1997). This fundamental trade-off can already be challenging when just one mode of operation is considered, but this is severely aggravated when high performance is required in multiple modes of operation because this generally means that the control objectives vary over time, e.g., depend on the reference. Due to fundamental limitations in linear time-invariant (LTI) feedback control, the design of one LTI controller typically requires a compromise between these conflicting design goals thereby limiting the overall performance achievements of the controlled system.

In this paper, we propose a variable-gain (VG) control strategy that allows for a reference-dependent, and thus time-varying, ‘bandwidth’ of the feedback controller. By taking on-line reference information into account, this feature allows the controller to ‘anticipate’ on the required ‘bandwidth’ for each mode of operation. This allows, contrary to LTI control, to deal with the conflicting control objectives induced by reference-dependent dominance of multiple disturbance sources that are acting in various frequency ranges. The proposed controller consists of frequency-domain loop-shaped linear filters and a VG element, with its gain depending on reference information and inducing the desired ‘bandwidth’ of the resulting controller. The proposed controller structure supports the design of all the linear components of the VG controller configuration using well-known (frequency-domain) loop-shaping techniques, see, e.g., Steinbuch and Norg (1998). It therefore connects to the state-of-the-art industrial motion control setting, in which easy-to-measure frequency response functions (FRFs) play an important role in the controller design, e.g., by using frequency-domain loop-shaping techniques. This is in contrast to many other techniques that can deal with the considered trade-off, such as linear parameter varying (LPV) control, see, e.g., Groot Wassink et al. (2005); Shamma and Athans (1991) and switched controller design, see, e.g., Hespanha and Morse (2002); Liberzon (2003), which require accurate parametric models and LMI-based designs that are not so easily embraced by control engineers in industry.

The concept of VG control has already been successfully applied in numerous industrial applications to improve the performance of (linear) motion systems, see, e.g.,
The following notational conventions will be used. Let $\mathbb{C}$, $\mathbb{R}$ denote the set of complex and real numbers, respectively, and $\mathbb{R}^n$ denote the space of $n$-dimensional vectors with the standard Euclidean norm denoted by $\| \cdot \|$. The real part of a complex variable $z$ is denoted by $\text{Re}(z)$. The Laplace transform of a signal $x : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^n$ is denoted by $\mathcal{L}\{x\}$ and $s \in \mathbb{C}$ denotes the Laplace variable.

Moreover, let us make precise what is meant by bandwidth given its prominent role in this paper. Consider therefore the linear feedback control configuration in Fig. 1 with linear plant $\mathcal{P}(s)$, $s \in \mathbb{C}$, and a linear controller $\mathcal{C}(s)$. The bandwidth $\omega_b$ is defined as the frequency $\omega \in \mathbb{R}^+$ where the magnitude of the open-loop $|\mathcal{P}(j\omega)\mathcal{C}(j\omega)|$ crosses 1 from above for the first time, see, e.g., Skogenstad and Postlethwaite (2005). By definition, bandwidth is a linear time-invariant (LTI) concept and, hence, does not apply to our proposed time-varying control strategy. Nevertheless, with abuse of definition, we will use the term ‘bandwidth’ in this paper (to indicate the bandwidth of the linear controller underlying the proposed strategy) but use quotation marks to avoid confusion with the LTI case. Moreover, from this point onward we sometimes use the terms ‘low-bandwidth/high-bandwidth’ controller to denote a controller that results in a low/high bandwidth, respectively.

2. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

The nano-positioning motion system considered in this paper is an experimental setup of a high-precision motion system that requires movements with velocities ranging from standstill, to nanometers per second (nm/s), to even millimeters per second (mm/s), all with (sub)nanometer resolution. The nano-positioning motion system has several key modes of operation, namely: (i) standstill, (ii) constant velocities in a broad range, and (iii) fast (user-operated) point-to-point movements. We will show that due to the presence of multiple disturbance sources in various frequency ranges (depending also on the mode of operation), this results in conflicting control design trade-offs when using LTI control.

2.1 Nano-positioning motion stage

The nano-positioning motion system is driven by piezoelectric actuators, positioned on a vibration isolation table and equipped with a $1^{st}$-order 100 Hz low-pass actuation filter $\mathcal{P}_{\text{act}}(s)$ in the hardware to filter out high-frequency actuator noise. Based on measured frequency response functions, it is known that, firstly, the plant $\mathcal{P}_n(j\omega)$ behaves as a rigid-body system in the frequency range of interest, and secondly, the presence of a significant, and thus bandwidth-limiting, delay.

Consider Fig. 1, in which the plant is given by $\mathcal{P}(s) = \mathcal{P}_n(s)\mathcal{P}_{\text{act}}(s)$. Based on identification\footnote{To protect the interests of the manufacturer, we can not provide concrete information about the disturbance modeling and the reference velocities (and thus scheduling variables $v$ to be introduced later). For the same reason, most figures in this paper have either been scaled or use blank axes in terms of units.}, the following disturbances are acting on the system: Sensor noise $\eta$, modeled as white noise with zero mean and variance $\lambda_0^2 = (10^{-9})^2$, actuator noise $d_{\text{act}}$ modeled as white noise with zero mean and variance $\lambda_d^2 = (\sqrt{10^{-15}})^2$, and periodic impact disturbances $d_{\text{imp}}$ (induced by piezoelectric actuators) that depend on the reference velocity $v$. Moreover, because the experimental nano-positioning motion setup operates in a lab-environment instead of in its dedicated application, additional environmental disturbances are emulated to recover the real situation in the application as much as possible. Based on measurement data, an output disturbance $d_{\text{out}} = \mathcal{H}(s)\varepsilon$ has been identified, where the magnitude of $\mathcal{H}(j\omega)$ is depicted in Fig. 2 and $\varepsilon$ is normally distributed white noise with zero mean and variance $\lambda_\varepsilon^2 = (2 \cdot 10^{-9})^2$.

2.2 Problem formulation

Let us now study the control design trade-off in a model-based environment, in which $\mathcal{P}_n(s)$ represents a $2^{nd}$-order LTI model identified based on measured FRF data. In
order to do so, a range of constant reference velocities \( v_{c,i}, i = 1, 2, \ldots, 11 \), are created in the set \( v_{c,i} \in [0, \bar{v}] \), and 21 LTI controllers \( C_j(s) \) are designed each having a different bandwidth \( \omega_{b,j}, j = 1, 2, \ldots, 21 \). These controllers all consist of the same types of linear filters, namely a lead filter, integrator and 2\textsuperscript{nd}-order low-pass filter, and are given by

\[
C_j(s) = k_{p,j} \left\{ \frac{s + 2\pi f_{l,j}}{s} \right\} \left\{ \frac{1}{2\pi f_{c,j} s + 1} \right\} \times \left\{ \frac{1}{(2\pi f_{i,j} s + 1)^2 + 2\pi f_{i,j} s + 1} \right\}, \quad (1)
\]

in which \( f_{l,j} = \frac{1}{2\pi} \omega_{b,j} \), \( f_{c,j} = 4\omega_{b,j} \), \( f_{i,j} = \frac{1}{2\pi} \omega_{b,j} \), \( f_{i,j} = 6\omega_{b,j} \), which all depend on the bandwidth \( \omega_{b,j}, j = 1, 2, \ldots, 21 \). By shaping the gains \( k_{p,j} \) to appropriate values, 21 controllers with different bandwidths \( \omega_{b,j} \in [5, 25] \) Hz, \( j = 1, 2, \ldots, 21 \), have been designed. By taking the performance measure \( J \) as the mean square of the error, which is given for an \( N \times 1 \) vector \( e \) of measured error data by

\[
e_{MS} := \frac{1}{N} \sum_{i=1}^{N} |e_i|^2,
\]

the performance as a function of the bandwidth for each constant reference \( v_{c,i}, i = 1, 2, \ldots, 11 \), is characterized and depicted in Fig. 3. This shows us that the ‘optimal bandwidth’ \( \omega_{b,\text{opt},i} \) increases for increasing reference velocities \( v_{c,i}, i = 1, 2, \ldots, 11 \), which results in an inevitable trade-off when using LTI control to design a controller that should service all reference velocities.

3. REFERENCE-DEPENDENT VG CONTROL

In this section, a reference-dependent VG control strategy with a ‘bandwidth-on-demand’ characteristic is proposed.

3.1 Description of the control configuration

The overall reference-dependent feedback control configuration as proposed in this paper is shown in Fig. 4. It consists of a standard LTI feedback controlled system, similar as in Fig. 1 (in which the nominal LTI controller \( C(s) = C_{\text{lbw}}(s) \)), augmented with an add-on variable gain control part. This variable gain part of the total controller \( C_{\text{vg}} \) consists of an LTI shaping filter \( F(s) \), and a time-varying variable gain \( \alpha(v(t)) \) depending on a scheduling variable \( v(t) \), \( t \in \mathbb{R}_{>0} \), which is related to characteristics of the reference signal. In this paper, and in particular in Section 5, we will use the reference velocity as scheduling variable, i.e., \( v(t) = \dot{r}(t) \), although other options are imaginable as well. For instance, the variable gain could depend on the reference position, i.e., \( v(t) = r(t) \), on the acceleration, i.e., \( v(t) = \ddot{r}(t) \), etc. The process of extracting the relevant information, e.g., \( v(t) = \dot{r}(t) \), from the reference signal \( r \) is indicated by the dashed box in Fig. 4. Note that for the particular choices mentioned, the reference information is not required to be known in advance. The variable gain element is given by a mapping \( \alpha : \mathbb{R} \rightarrow [0, \bar{\alpha}] \), where \( \bar{\alpha} \in \mathbb{R}_{>0} \) denotes the maximum gain value. Let us first consider the situation where \( \alpha \in [0, \bar{\alpha}] \) is a fixed gain, and study the following cases \( \alpha = 0 \) and \( \alpha \in (0, \bar{\alpha}] \):

- If \( \alpha = 0 \), we have a linear control scheme with linear controller \( C_{\text{vg}}(s) = C_{\text{lbw}}(s) \);
- For a fixed \( \alpha \in (0, \bar{\alpha}] \), we have a linear control scheme with controller

\[
C_{\text{vg}}(s) = (1 + \alpha F(s))C_{\text{lbw}}(s). \quad (2)
\]

Remark 1. The reference-dependent VG controller reduces only to an LTI controller for fixed values of \( \alpha \). Therefore, we denote it by \( C_{\text{vg}}(s) \) only when \( \alpha \) is fixed, and use \( C_{\text{vg}}(s) \) with \( \alpha(v(t)) \) varying over time otherwise.

The introduction of the variable gain element allows us to deal with the conflicting design criteria as described in the introduction and discussed in Section 2.2, i.e., preferring a controller that results in a high bandwidth \( \omega_b \) over a controller that results in a higher bandwidth \( \omega_b < \omega_b \leq \bar{\omega}_b \), or vice versa, depending on actual reference information. In fact, by assigning \( \alpha(v(t)) = 0 \) to the situation where a low bandwidth is preferable, the user can loop-shape the controller \( C_{\text{lbw}}(s) \) such that the best possible performance is obtained for this particular situation. On the other hand, the proposed structure of the reference-dependent VG controller \( C_{\text{vg}} \) allows that, by proper design of the variable gain element \( \alpha : \mathbb{R} \rightarrow [0, \bar{\alpha}] \) and the linear filter \( F(s) \) (see below in Section 5.1), the ‘bandwidth’ \( \omega_b \) of the VG controller \( C_{\text{vg}}(s) \) (for fixed values of \( \alpha \)) will gradually increase (and can take values in \( [\omega_b, \bar{\omega}_b] \)) for increasing values of \( \alpha \in (0, \bar{\alpha}] \).

The system as in Fig. 4 belongs to the class of Lur’e-type systems, see, e.g., Khalil (2000), as depicted schematically in Fig. 5. Such systems consist of a linear dynamical part.
Definition 2. Demidovich (1961); Pavlov et al. (2006) System (8) is assumed to be piecewise continuous in time defined for all \( t \in \mathbb{R} \). Note that for the particular choices mentioned, \( \bar{v}(v,e) \) given by (7), in which \( \alpha : \mathbb{R} \to [0, \bar{\alpha}] \) for all \( t \in \mathbb{R} \) for some \( \bar{\alpha} \in \mathbb{R}_{>0} \). Suppose that

(I) The system matrix \( A \) is Hurwitz;

(II) The frequency response function \( G_{eu}(j\omega) \) as in (4) satisfies

\[
\frac{1}{\bar{\alpha}} + \text{Re}(G_{eu}(j\omega)) > 0, \tag{9}
\]

and

\[
\frac{1}{\bar{\alpha}} + \text{Re}(G_{eu}(j\omega)) > 0 \quad \text{for all } \omega \in \mathbb{R}. \tag{10}
\]

Then, system (6), (7) is exponentially convergent.

Remark 4. Condition (I) of Theorem 3 will be satisfied by proper controller design of \( G_{eu}(s) \). This is due to the fact that if the open-loop \( P(s)G_{eu}(s) \) satisfies the Nyquist stability criterion, see, e.g., Skogestad and Postlethwaite (2005), the complementary sensitivity function \( T(s) \) has all its poles located in the complex left half plane (LHP). In addition, if the shaping filter \( F(s) \) is designed such that it has no unstable poles, the transfer function \( G_{eu}(s) \) as in (4) will have all its poles located in the LHP as well. As a result, the system matrix \( A \) of (6) will be a Hurwitz matrix. Moreover, note that for many motion systems \( G_{eu}(j\omega) \to 0 \) for \( \omega \to \infty \), resulting in condition (9) being satisfied automatically. Nevertheless, satisfying (10) is not trivial and generally requires the design and tuning of an appropriate shaping filter \( F(s) \).

5. CASE-STUDY ON AN INDUSTRIAL NANO-POSITIONING MOTION SYSTEM

In this section, we design a reference-dependent VG controller for the nano-positioning motion system as discussed in Section 2.1. Due to space reasons, we only briefly comment on the design and refer to van Loon (2016) for more details.

5.1 Design of a reference-dependent VG controller

The total design process comprises the following steps:

Step 1: Design of an LTI low-bandwidth and high-
Based on Fig. 3, we select the desired low bandwidth $w_b$ as $w_b = \min_{i=1,2,...,n} w_{b,i} = 5$ Hz and design the corresponding LTI controller $C_{lbw}(s)$. The LTI controller $C_{lbw}(s)$ is designed such that the highest achievable bandwidth $\omega_b$ is obtained under sufficient robustness margins, resulting in a controller that achieves a bandwidth of $\omega_b = 20$ Hz.

**Step 2:** Design the linear filter $F(s)$ and determine the maximum allowable gain $\alpha$.

In this step we will design $F(s)$ and $\alpha$ with the aim to vary the ‘bandwidth’ $\omega_b$ of the resulting controller $C_{vg}$ on-line in the set $[5,20]$, depending on the scheduling variables $v$. The control architecture of the proposed VG controller as in Fig. 4 results in $C_{vg}(s) = C_{lbw}(s)$ for the limit case $\alpha = 0$. For the other limit case, $\alpha = \bar{\alpha}$, we aim to design $F(s)$, and determine $\alpha$, such that

$$
(1 + \alpha F(s))C_{lbw}(s) \approx C_{hbw}(s),
$$

which results in the filter

$$
F(s) = \left\{ \frac{1}{2\pi^2 s^3 + 1} \right\} \left\{ \frac{1}{2\pi^2 s^3 + 1} \right\}^2 \left\{ \frac{1}{2\pi^2 s^3 + 1} \right\} \left\{ \frac{1}{(2\pi 20)^2 s^3 + 2(2\pi 20)^2 s^2 + 2(2\pi 20)s + 1} \right\}.
$$

Based on the circle criterion condition (10), the maximal gain is selected as $\bar{\alpha} = 29$, thereby allowing for some robustness margin, see Fig. 6, which shows that the solid red line stays on the right of the dashed-red line with some margin. Once the circle criterion condition (10) has been verified, i.e., $\text{Re}(F(j\omega)T(j\omega)) > -\frac{1}{\alpha}$ for all $\omega \in \mathbb{R}$, and realizing that $G_{ec}(j\omega) \rightarrow 0$ for $\omega \rightarrow \infty$, condition (II) of Theorem 3 is satisfied. In order to verify condition (I), note that the low-bandwidth controller $C_{lbw}(s)$ is designed such that the open-loop $P_n(s)P_{act}(s)C_{lbw}(s)$ satisfies the Nyquist stability criterion, see, e.g., Skogestad and Postlethwaite (2005). Since the shaping filter $F(s)$ has no unstable poles, we also satisfy condition (I) of Theorem 3, see Remark 4. Hence, we can conclude that all conditions of Theorem 3 are being satisfied, which guarantees that the designed reference-dependent VG controlled system is exponentially convergent, independent of how the gain $\alpha(v(t)) \in [0,29]$, $t \in \mathbb{R}_{\geq 0}$, varies over time.

**5.2 Experimental results**

Let us start with presenting the results of the performance analysis of the measured steady-state error $e$, depicted in Fig. 8. The analysis is performed for constant reference velocities $v(t) = v_c$, for all $t \in \mathbb{R}_{\geq 0}$, using the two linear controllers $C_{lbw}(s)$ and $C_{hbw}(s)$ and the reference-dependent VG controller $C_{vg}(s)$ as in (2) for different fixed values of $\alpha \in [0,29]$. Note that for each velocity $v_c$ there exists a corresponding optimal $\alpha \in [0,29]$, see Fig. 7. Let us first focus on low velocities $v_c$ in the range $[0,0.17]$, see the zoom plot in Fig. 8. Clearly, in this range both the low-bandwidth controller $C_{lbw}(s)$ as well as the reference-dependent VG controller $C_{vg}(s)$ perform better than the high-bandwidth controller $C_{hbw}(s)$ as their mean square error $e_{MS}$ is significantly lower (at $v_c = 0.17$) or, at worst, (approximately) equal (at $v_c = 0.17$). At standstill, we achieve (approximately) the same performance with the VG controller $C_{vg}^f(s)$ (with $\alpha = 0$) as for $C_{lbw}(s)$, while compared to $C_{hbw}(s)$, the performance is deteriorated by $\sim 66\%$. This is due to the fact that for this case, the disturbances $d_{a,add}$, $d_{a,a}$ and $\eta$ are being dominant, which are more amplified in the high-bandwidth situation.

Fig. 8 also demonstrates that the higher the reference velocity $v_c$, the more beneficial it is to have a higher bandwidth controller. This is due to the fact that for increasing reference velocities the periodic disturbance $d_p$ due to the piezo-electric actuator becomes more influential and eventually dominant over $d_{a,add}$, $d_{a,a}$ and $\eta$. The effect of this disturbance is suppressed by increasing the gain $\alpha$ and, as a result, the increasing ‘bandwidth’ $\omega_b$ of the VG controller $C_{vg}$. With this in mind, let us now focus in Fig. 8 on the velocities $v_c$ in the range $[0.17,7]$. As expected, the low-bandwidth controller $C_{lbw}(s)$ performs worst, since its bandwidth of 5 Hz is too low to suppress the periodic impact disturbances $d_p$ caused by the piezo actuators. The high-bandwidth controller $C_{hbw}(s)$ and our reference-dependent VG controller $C_{vg}^f(s)$ show an approximately similar performance, which is superior compared to that of $C_{lbw}(s)$.

The previous results were obtained for constant reference velocities, resulting in fixed values of $\alpha$ and, hence, a comparison between $C_{lbw}(s)$ and $C_{hbw}(s)$ with a linear controller $C_{vg}^f(s)$, however, it is ultimately more important...
of the variable gain controlled closed-loop system, makes the analysis and design intuitive for control engineers and, as such, connects to the industrial control engineering practice. The design framework has been applied to an industrial nano-positioning motion system with diverse modes of operation. It has been experimentally demonstrated that the proposed reference-dependent variable-gain controller indeed has the ability to outperform (fixed bandwidth) linear time-invariant controllers.
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6. CONCLUSIONS

In this paper, we proposed a novel reference-dependent variable-gain control strategy that allows for a varying ‘bandwidth’ of the feedback controller in order to deal with reference-dependent conflicting control design trade-offs between low-frequency tracking and high-frequency noise suppression. We showed that most of the design steps involve the usage of frequency-domain loop-shaping tools. This favorable design feature, together with graphical data-based conditions to verify stability and convergence to compare the behavior for time-varying velocity profiles, which is depicted in Fig. 9. This figure shows the time-domain error behavior for a constant acceleration, starting from \( v(t) = 0 \) until we move at \( v(t) = \pi \) for approximately 5 sec, and then moving back to \( v(t) = 0 \). Indeed, as indicated in Fig. 9, the performance using \( C_{\text{vg}} \) for low velocities is comparable with using \( C_{\text{bw}}(s) \) (see the zoom at the end of the setpoint), while for high velocities the performance of \( C_{\text{vg}} \) is similar to \( C_{\text{bw}}(s) \). This demonstrates that the proposed reference-dependent VG controller \( C_{\text{vg}} \) is able to deal with reference-dependent conflicting control design trade-offs. In fact, the experiments show that the VG controller \( C_{\text{vg}} \) can achieve ‘the best of both worlds’, referring to preferring a controller that results in a low bandwidth \( \omega_b \) over a controller that results in a high bandwidth \( \omega_h \), or vice versa, depending on the actual reference information.

Fig. 8. Performance measure of the measured steady-state error \( e \) of the nano-motion system for 20 constant velocities \( v_c \) in the range \([0, \pi]\) (in % of \( \pi \)).

Fig. 9. Time-domain performance analysis, moving from \( v(t) = 0 \) to \( v(t) = \pi \) with a constant acceleration, and back to \( v(t) = 0 \).