# Discrete-time Control Barrier Functions for Guaranteed Recursive Feasibility in Nonlinear MPC: An Application to Lane Merging 

Alexander Katriniok ${ }^{1}$, Erfan Shakhesi ${ }^{1}$ and W.P.M.H. (Maurice) Heemels ${ }^{1}$


#### Abstract

In this paper, we present conditions under which the terminal ingredients, defined by discrete-time control barrier function (DTCBF) certificates, guarantee recursive feasibility in nonlinear MPC. Further, we introduce the notion of quasi-DTCBF (qDTCBF) certificates. Compared to DTCBFs, qDTCBF conditions can be satisfied with tighter control input bounds, which is highly advantageous if only limited actuation is possible. Both certificates encourage an earlier reaction of the control system and result in a lower cumulative MPC cost. The methodology is applied to a lane merging problem in automated driving, in which DTCBF and qDTCBF certificates subject to input constraints form the terminal ingredients to guarantee recursive feasibility of the nonlinear MPC scheme. A simulation study demonstrates the efficacy of the concept.


## I. INTRODUCTION

Rigorous safety guarantees are fundamentally important in the control of safety-critical systems, which can be found in many domains, especially those where humans are involved, including medical systems, critical infrastructures and autonomous vehicles (AVs). In this paper a special focus will be on AVs, which have to avoid collisions with other road users (agents) while accomplishing their driving task [1].

In AV motion planning, optimization-based methods such as model predictive control (MPC) are an appealing choice to explicitly accommodate constraints or exploit anticipated trajectories of other agents. The design of suitable terminal ingredients allows to guarantee recursive feasibility [2] (and thus safety). However, it is oftentimes challenging to solve the underlying, mostly nonconvex optimization problems in real-time. In recent years, control barrier functions (CBFs) have gained increasing attention as an alternative method to rigorously guarantee constraint satisfaction in an optimal control framework [3], [4]. Although computationally very efficient, disadvantages include rather instantaneous (harsh) control actions compared to MPC, the difficulty to utilize predictions and their proneness to gridlocks [3], [4], [5]. That said, the combination of the two methods appears to be a promising research direction.

CBFs have originally been introduced for continuous-time systems [6]. In controller synthesis, linear CBF constraints (or certificates) are imposed in a quadratic programming (QP) problem to determine the least deviation from a nominal control input to render a safe set controlled invariant. An extension towards discrete-time systems is discussed in [7]. The authors in [8] outline further extensions to accommodate

[^0]higher relative degree and to relax input constraints through penalty functions for enhanced feasibility. Initial work to integrate MPC with discrete-time CBFs (DTCBFs) is proposed in [9], where DTCBF-inspired certificates (inspired means that contrary to the definition in [7], the safe set is not controlled invariant) are imposed over the entire prediction horizon to encourage an earlier controller reaction to obstacles and reduce the cumulative actuation cost. To enhance feasibility, [10] introduces the decay rate of these certificates as additional decision variable. Recursive feasibility, though, is not addressed in [9], [10]. A recursively feasible robust tube-based MPC scheme for nonlinear sampled-data systems, applying a DTCBF certificate at the terminal stage, is presented in [11]. In this setting, robust tubes accommodate the error of numerical integration. The control scheme, though, requires the initial state to belong to a (tightened) safe set and joint feasibility of the DTCBF certificate with input constraints is not guaranteed by construction, but is part of the assumptions. An MPC-based safety filter, recovering the control system from infeasible configurations through a softconstrained terminal DTCBF certificate, is outlined in [12].

Main Contribution: We propose to utilize DTCBF and novel quasi-DTCBF certificates to guarantee recursive feasibility in nonlinear MPC (NMPC), and apply this methodology to a lane merging application. This leads to the following contributions compared to existing works in literature:

- We convey conditions under which the terminal ingredients, defined either by I) DTCBF or II) quasi-DTCBF certificates (weaker condition), guarantee recursive feasibility of the NMPC scheme. This aspect is formally not covered by [9], [10].
- Terminal certificates I) and II) introduce an additional degree of freedom to reduce the cumulative tracking, actuation and stage cost through an earlier controller reaction. Compared to I), II) is feasible for tighter input bounds, which is beneficial in case of limited actuation.
- Unlike [9], [10], [11], the initial state does not have to be within the safe set associated with these certificates. In fact, we allow the state to safely transition into the safe set over the horizon to reduce conservatism.
- For lane merging, recursive feasibility has been addressed in [13], [14] following a classical controlled invariant set approach in a mixed-integer MPC setting. We formulate the problem without integer variables and apply (quasi-)DTCBF certificates, while guaranteeing joint feasibility of multiple certificates subject to input constraints, which is not addressed in [11], [12].

Outline: Section II defines the control problem, which is solved in an NMPC setting as described in Section III. Then, Section IV introduces the theory on (quasi-)DTCBFs to guarantee recursive feasibility in NMPC, while Section V presents its application to lane merging. Simulation results are then discussed in Section VI. Finally, Section VII provides a conclusion and an outlook to future work.

## II. LANE MERGING PROBLEM

## A. Problem Description

The lane merging problem to solve (see Fig. 1), involves two agents $i \in \mathcal{A}:=\{1,2\}$ and can be stated as follows.

Problem 1 (Lane Merging). Agent 1 and Agent 2 drive in two separate lanes, each agent with its own reference velocity to track. Given a priori known paths $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$, Agent 1 enters the lane of Agent 2 at the lane change point while the merging point constitutes the end of the merging maneuver. A recursively feasible centralized control scheme shall guarantee a safe distance between agents at all times, and respect the bounds on the agents' velocity and their control inputs.

Assumption 1. To limit complexity of Problem 1, we rely on the following assumptions:

1) The agents' path $\mathcal{P}_{i}$ is a priori known and fixed.
2) Agents follow their path without lateral displacement.
3) Only longitudinal dynamics are controlled.
4) Agents only drive in the forward direction.

## B. Modeling

With Assumption 1, the dynamics of Agent $i$ along the $a$ priori known path $\mathcal{P}_{i}$ is stated as a double integrator model

$$
\begin{equation*}
\dot{s}_{i}=v_{i}, \quad \dot{v}_{i}=a_{i}, \quad i \in \mathcal{A} \tag{1}
\end{equation*}
$$

where $v_{i}$ is the velocity, $s_{i}$ the position of Agent $i$ 's geometric center along the path and $u_{i}=a_{i}$ its control input constituting the longitudinal acceleration. By Fig. 1, the merging point (MP) is the origin of the curvilinear reference frame along $\mathcal{P}_{i}$, which is defined as $s_{i}=s_{\mathrm{MP}}:=0$. Although being considered as a point mass in (1), each Agent $i$ exhibits a length $L_{i} \in \mathbb{R}_{>0}$ and width $W_{i} \in \mathbb{R}_{>0}$, which influences the minimum safety distance in Section III-B.

To be used in an MPC-based control scheme, it is convenient to discretize the system dynamics (1). To this end, we apply zero-order hold ( ZOH ) discretization with sample time $T_{s} \in \mathbb{R}_{>0}$ and obtain the exact discrete-time representation

$$
\underbrace{\left[\begin{array}{c}
s_{i, k+1}  \tag{2}\\
v_{i, k+1}
\end{array}\right]}_{x_{i, k+1}}=\left[\begin{array}{cc}
1 & T_{s} \\
0 & 1
\end{array}\right] \underbrace{\left[\begin{array}{c}
s_{i, k} \\
v_{i, k}
\end{array}\right]}_{x_{i, k}}+\left[\begin{array}{c}
T_{s}^{2} / 2 \\
T_{s}
\end{array}\right] \underbrace{a_{i, k}}_{u_{i, k}}
$$

with $x_{i, k}=\left[\begin{array}{ll}s_{i, k} & v_{i, k}\end{array}\right]^{\top}, u_{i, k}=a_{i, k}$ at time $t_{k}=k T_{s}$, $k \in \mathbb{N}_{0}$. The control input $u_{i, k} \in \mathbb{U}_{i}$ is bounded by the compact set $\mathbb{U}_{i}:=\left[\underline{u}_{i}, \bar{u}_{i}\right]$ with $\underline{u}_{i} \leq 0 \leq \bar{u}_{i}$. With the lumped state and input vector $x_{k}=\left[\begin{array}{ll}x_{1, k}^{\top} & x_{2, k}^{\top}\end{array}\right]^{\top} \in \mathbb{R}^{n_{x}}$ and $u_{k}=\left[\begin{array}{ll}u_{1, k} & u_{2, k}\end{array}\right]^{\top} \in \mathbb{R}^{n_{u}}$, respectively, where $n_{x}=4$ and $n_{u}=2$, the lumped system dynamics can concisely be written as $x_{k+1}=f\left(x_{k}, u_{k}\right)$.


Fig. 1. Lane merging problem with 2 agents. Agent 1 enters the lane of Agent 2 at the lane change (LC) point and finishes the maneuver at the merging point (MP). At MP, it holds $s_{1}=s_{2}=s_{\mathrm{MP}}:=0$.

In the next section, we continue to formalize Problem 1 in a centralized nonlinear MPC framework, in which collision avoidance constraints couple the agents while agent-related objectives and constraints are stated independently.

## III. NONLINEAR MPC FORMULATION

When applying MPC, at every time $t_{k}$ we solve a finitehorizon optimal control problem (OCP) over a prediction horizon of $N \in \mathbb{N}$ time steps. After optimization, only the first control input is applied to the plant and optimization is repeatedly executed over a shifted horizon at time $t_{k+1}$ [2].

Hereafter, by $x_{j \mid k}$ we refer to the prediction of variable $x$ at the future time step $k+j$ given information up to time $k$, and by $x_{j \mid k}^{\star}$ to its optimal value. Moreover, for $a \leq b, c \leq d$, we denote by $\mathbb{N}_{[a, b]}, \mathbb{R}_{[c, d]}$ and $\mathbb{R}_{(c, d]}$ the sets $\left\{k \in \mathbb{N}_{0} \mid a \leq k \leq b\right\},\{k \in \mathbb{R} \mid c \leq k \leq d\}$ and $\{k \in \mathbb{R} \mid c<k \leq d\}$, respectively.

## A. Agent Objectives and Constraints

As control objectives, every agent $i \in \mathcal{A}$ shall track its given reference velocity $v_{i, \text { ref }} \in \mathbb{R}_{>0}$, while at the same time minimizing the control input (acceleration) magnitude for reasons of comfort and efficiency. These objectives are captured through a quadratic stage cost at time step $k+j$

$$
\begin{aligned}
\ell_{j}\left(x_{j \mid k}, u_{j \mid k}\right): & =\left(x_{j \mid k}-x_{\mathrm{ref}, j \mid k}\right)^{\top} Q\left(x_{j \mid k}-x_{\mathrm{ref}, j \mid k}\right) \\
& +\left(u_{j \mid k}\right)^{\top} R u_{j \mid k}
\end{aligned}
$$

with reference state $x_{\text {ref }, j \mid k}=\left[\begin{array}{lll}0 & v_{1, \text { ref }, j \mid k} & 0 \\ v_{2, \text { ref }, j \mid k}\end{array}\right]^{\top}$ (states $s_{1}, s_{2}$ are not controlled), and terminal cost

$$
\ell_{N}\left(x_{N \mid k}\right):=\left(x_{N \mid k}-x_{\mathrm{ref}, N \mid k}\right)^{\top} Q_{N}\left(x_{N \mid k}-x_{\mathrm{ref}, N \mid k}\right)
$$

where $Q, Q_{N}, \succeq 0$ (weights on $s_{1}, s_{2}$ are zero) and $R \succeq 0$ are positive semi-definite, diagonal weight matrices.

The velocity of every agent shall be bounded between a minimum velocity $\underline{v}=0$ (only driving in forward direction) and a maximum velocity $\bar{v} \in \mathbb{R}_{>0}$. To this end, we define the constraint functions $h_{\underline{v}}, h_{\bar{v}}$ for Agent $i \in \mathcal{A}$, that is,

$$
\begin{align*}
h_{\underline{v}}\left(x_{i, j \mid k}\right) & :=v_{i, j \mid k}  \tag{3a}\\
h_{\bar{v}}\left(x_{i, j \mid k}\right) & :=-v_{i, j \mid k}+\bar{v} \tag{3b}
\end{align*}
$$

and impose the following constraints over the horizon, i.e.,

$$
\begin{equation*}
h_{\underline{v}}\left(x_{i, j \mid k}\right) \geq 0 \wedge h_{\bar{v}}\left(x_{i, j \mid k}\right) \geq 0, \quad \forall j \in \mathbb{N}_{[1, N]} . \tag{4}
\end{equation*}
$$

Moreover, the control input (acceleration) shall be bounded to accommodate physical actuator limitations, i.e.,

$$
u_{i, j \mid k} \in \mathbb{U}_{i}, \quad \forall j \in \mathbb{N}_{[0, N-1]}
$$

## B. Safe Distance Between Agents

To ease notation, we neglect time in the subsequent considerations. Referring to Fig. 1, the curvilinear reference frame of both agents has its origin at the merging point, i.e., at $s_{1}=s_{2}=s_{\mathrm{MP}}:=0$. That being said, we define the distance $d(x) \in \mathbb{R}_{\geqslant 0}$ between agents as the non-negative difference of path positions when projected onto a single path, i.e.,

$$
\begin{equation*}
d(x):=\left|s_{1}-s_{2}\right| \geq d_{s}(x) \tag{5}
\end{equation*}
$$

To keep agents safe, $d(x)$ has to be lower bounded by a safety distance $d_{s}(x) \in \mathbb{R}_{\geqslant 0}$, which is sufficiently positive when Agent 1 moves into Agent 2's lane ( $s_{1} \geq s_{\mathrm{LC}}$ ) and zero when both agents drive in separate lanes ( $s_{1}<s_{\mathrm{LC}}$ ). That way, we avoid agents being forced to keep a safety distance before the lane change point is reached by Agent 1. Using the indicator function $\mathbf{1}_{d}(x)$, we can formalize this condition as

$$
d_{s}(x):=\mathbf{1}_{d}(x) d_{\mathrm{safe}}(x), \quad \mathbf{1}_{d}(x):= \begin{cases}1, & s_{1} \geq s_{\mathrm{LC}} \\ 0, & s_{1}<s_{\mathrm{LC}}\end{cases}
$$

where $d_{\text {safe }}(x) \in \mathbb{R}_{>0}$ is a state-dependent minimum safety distance. We define the minimum safety distance according to well-known practice in literature [15] as

$$
\begin{equation*}
d_{\text {safe }}(x):=d_{0}+v_{f}(x) t_{h} \tag{6}
\end{equation*}
$$

with stopping distance $d_{0} \in \mathbb{R}_{>0}$ and time headway distance $v_{f}(x) t_{h}$, which depends on the headway time $t_{h} \in \mathbb{R}_{>0}$ and the velocity $v_{f}(x)$ of the following agent, i.e.,

$$
\begin{equation*}
v_{f}(x):=\mathbf{1}_{l f}(x) v_{1}+\left(1-\mathbf{1}_{l f}(x)\right) v_{2} \tag{7}
\end{equation*}
$$

Here, $\mathbf{1}_{l f}(x)$ denotes the (leader/follower) indicator function to determine, which agent is in front, i.e.,

$$
\mathbf{1}_{l f}(x):= \begin{cases}1, & s_{2} \geq s_{1} \\ 0, & s_{2}<s_{1}\end{cases}
$$

To ease computational complexity we aim to avoid mixedinteger optimization. To this end, we smoothly approximate indicator functions $\mathbf{1}_{d}(x)$ and $\mathbf{1}_{l f}(x)$ by activation functions

$$
\begin{align*}
L_{d}(x ; p) & :=\frac{1}{1+e^{-m_{d}\left(s_{1}-c_{d}\right)}}, \quad p=\left[\begin{array}{ll}
m_{d} & c_{d}
\end{array}\right]^{\top}  \tag{8}\\
L_{l f}(x) & :=\frac{1}{1+e^{-m_{l f}\left(s_{2}-s_{1}\right)}} \tag{9}
\end{align*}
$$

with slopes $m_{l f}, m_{d} \in \mathbb{R}_{>0}$ and offset $c_{d} \in \mathbb{R}$, see Fig. 2 for two examples of $L_{d}(x ; p)$. Starting from (5), we define the constraint function $h_{d}$, that is,

$$
\begin{equation*}
h_{d}(x ; p):=\left(s_{1}-s_{2}\right)^{2}-(\underbrace{L_{d}(x ; p) \tilde{d}_{\mathrm{safe}}(x)}_{\tilde{d}_{s}(x ; p)})^{2} \tag{10}
\end{equation*}
$$

where the smooth function $\tilde{d}_{\text {safe }}$ results from replacing $\mathbf{1}_{l f}(x)$ in (7) with $L_{l f}(x)$ in (9). We finally impose

$$
h_{d}\left(x_{j \mid k} ; p\right) \geq 0, \quad \forall j \in \mathbb{N}_{[1, N]}
$$

to ensure a safe distance between agents. If agents change their order before the lane change point (when projected onto a single path), we refer to this maneuver as overtaking.


Fig. 2. Activation function $L_{d}(x ; p)$ to increase safety distance when Agent 1 approaches the lane change point, for $p_{0}=[0.4-45]^{\top}$ (green) and $p_{N}=[0.06-75]^{\top}$ (blue); $p_{0}$ enables overtaking much closer to LC. $\bar{L}_{d}\left(x ; p_{0}, p_{N}\right)$ (red) is the activation function with $\epsilon_{d}=0.0025$, which results from interpolation of $L_{d}\left(x ; p_{0}\right)$ and $L_{d}\left(x ; p_{N}\right)$. By construction, it holds $\bar{L}_{d}\left(x ; p_{0}, p_{N}\right) \leq L_{d}\left(x ; p_{N}\right)$ for all $s_{1} \in \mathbb{R}$, see Section V-C.

Remark 1. The parameter $p$ in $L_{d}(x ; p)$ is chosen such that agents have at least $90 \%$ of the minimum safety distance when Agent 1 reaches the lane change point, see Fig. 2.

## C. Centralized Optimal Control Problem

Given the state $x_{k}$ at time $t_{k}$, the resulting nonconvex OCP for lane merging can be stated as:

## Centralized Lane Merging NMPC Problem:

$$
\begin{array}{lll}
\min _{U_{k}} & \ell_{N}\left(x_{N \mid k}\right)+\sum_{j=0}^{N-1} \ell_{j}\left(x_{j \mid k}, u_{j \mid k}\right) & \\
\text { s.t. } & x_{j+1 \mid k}=f\left(x_{j \mid k}, u_{j \mid k}\right), & \forall j \in \mathbb{N}_{[0, N-1]} \\
& h_{\underline{v}}\left(x_{i, j \mid k}\right) \geq 0, \quad \forall i \in \mathcal{A}, & \forall j \in \mathbb{N}_{[1, N]} \\
& h_{\bar{v}}\left(x_{i, j \mid k}\right) \geq 0, & \forall i \in \mathcal{A}, \\
& h_{d}\left(x_{j \mid k} ; p_{0}\right) \geq 0, & \forall j \in \mathbb{N}_{[1, N]} \\
& u_{j \mid k} \in \mathbb{U}, & \forall j \in \mathbb{N}_{[1, N]} \\
& x_{0 \mid k}=x_{k} &
\end{array}
$$

where $U_{k}:=\left(u_{0 \mid k}, u_{1 \mid k}, \ldots, u_{N-1 \mid k}\right)$ is the control sequence to be optimized over the prediction horizon of length $N \in \mathbb{N}, p_{0}$ is a suitable parameter vector and $\mathbb{U}:=\mathbb{U}_{1} \times \mathbb{U}_{2}$. In its current form, though, OCP (11) is not guaranteed to be recursively feasible - i.e., if OCP (11) is feasible at time $t_{k}$ there is no guarantee that it is feasible at time $t_{k+1}$. Subsequently, we convey how to define terminal ingredients using (quasi-)DTCBF certificates to guarantee recursive feasibility.

## IV. METHODOLOGY TO GUARANTEE RECURSIVE FEASIBILITY

## A. Nonlinear MPC Setting

We consider discrete-time systems of the form

$$
\begin{equation*}
x_{k+1}=f\left(x_{k}, u_{k}\right) \tag{12}
\end{equation*}
$$

with state vector $x_{k} \in \mathbb{R}^{n_{x}}$, input vector $u_{k} \in \mathbb{U} \subseteq \mathbb{R}^{n_{u}}$, vector field $f: \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{u}} \rightarrow \mathbb{R}^{n_{x}}$, where $n_{x}, n_{u} \in \mathbb{N}$, and input constraint set $\mathbb{U}$.

Assumption 2 (Model Uncertainties, Disturbances). The dynamical system (12) is not affected by uncertainties or unmodeled exogenous disturbances.

Without loss of generality, we consider the following nonlinear MPC problem:

$$
\begin{array}{cll}
\min _{U_{k}} & J\left(U_{k} ; x_{k}\right) & \\
\text { s.t. } & x_{j+1 \mid k}=f\left(x_{j \mid k}, u_{j \mid k}\right), & \forall j \in \mathbb{N}_{[0, N-1]} \\
& H\left(x_{j \mid k}\right) \geq 0, & \forall j \in \mathbb{N}_{[1, N-2]} \\
& h\left(x_{N-1 \mid k}\right) \geq 0 & \\
& h\left(x_{N \mid k}\right) \geq(1-\gamma) h\left(x_{N-1 \mid k}\right) & \\
& u_{j \mid k} \in \mathbb{U}, & \forall j \in \mathbb{N}_{[0, N-1]} \\
& x_{0 \mid k}=x_{k} &
\end{array}
$$

where $J$ is a positive semi-definite cost, $H: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}$ a constraint function, $U_{k}:=\left(u_{0 \mid k}, u_{1 \mid k}, \ldots, u_{N-1 \mid k}\right)$ the control sequence to be optimized over the prediction horizon of length $N \in \mathbb{N}$ and $x_{k}$ the state at time $t_{k}$.

In line with Section III, the objective is to find terminal ingredients (13d) and (13e), and thus an MPC-based control law that is recursively feasible and guarantees for all feasible initial states $x_{0}$ the satisfaction of state constraints (13c)-(13e) and input constraints (13f). For fixed $\gamma \in \mathbb{R}_{(0,1]}$, the terminal ingredients are defined by the constraint function $h: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}$ with 0 -superlevel set

$$
\begin{equation*}
\mathcal{C}:=\left\{x \in \mathbb{R}^{n_{x}} \mid h(x) \geq 0\right\} . \tag{14}
\end{equation*}
$$

Theorem 1. Suppose MPC (13) is recursively feasible with $h$ and $H$ in (13c)-(13e) being equal. Then, for same $h$, MPC (13) is recursively feasible if $H$ is chosen (differently from $h$ ) such that it holds $H(x) \geq h(x) \geq 0, \forall x \in \mathcal{C}$, or equivalently $\mathcal{C} \subseteq \mathcal{C}^{\prime}:=\left\{x \in \mathbb{R}^{n_{x}} \mid H(x) \geq 0\right\}$.

Proof: With $H$ being equal to $h$, terminal ingredients (13d)-(13e) guarantee recursive feasibility of MPC (13). When choosing $H$ (differently from $h$ ), for recursive feasibility it has to hold: $h\left(x_{N-1 \mid k}^{\star}\right) \geq 0$ implies $H\left(x_{N-2 \mid k+1}\right) \geq 0$. When setting $x_{N-2 \mid k+1}=x_{N-1 \mid k}^{\star}, h\left(x_{N-1 \mid k}^{\star}\right) \geq 0$ and $H(x) \geq h(x) \geq 0, \forall x \in \mathcal{C}$ imply $H\left(x_{N-2 \mid k+1}\right) \geq 0$.
To determine $h$ in MPC (13), there are generally two options:

1) Define $h$ such that (13) is recursively feasible with $H$ equal to $h$. Then, modify $H$ by respecting Theorem 1 to reduce conservatism (i.e., relax $\mathcal{C}=\mathcal{C}^{\prime}$ to $\mathcal{C} \subseteq \mathcal{C}^{\prime}$ ).
2) Fix $H$, then define $h$ such that (13) is recursively feasible (synthesis of $h$ needs to consider $H$ ).
In the remainder, we focus on the first option.
Remark 2. By choosing $H$ different from $h$, the initial state can be located outside the safe set, i.e., $x_{0 \mid k} \notin \mathcal{C}$ and safely transition from $\mathcal{C}^{\prime}$ into $\mathcal{C}$ over the horizon. Thus, we reduce conservatism compared to [9], [10], [11].
Evidently, (13e) takes the form of a so called (quasi-)DTCBF certificate which requires certain conditions on $h$ to be satisfied, as further discussed in Section IV-B and Section IV-C.

## B. Terminal Ingredients: DTCBF Certificates

Definition 1 (Controlled invariance [3]). The set $\mathcal{C}$ is said to be controlled invariant for the dynamical system (12) with input constraint set $\mathbb{U}$, if for all $x_{k} \in \mathcal{C}$ there exists an input $u_{k} \in \mathbb{U}$ such that $x_{k+1}=f\left(x_{k}, u_{k}\right) \in \mathcal{C}$.

Definition 2 (Discrete-time CBF [7], [9]). Let $\mathcal{C} \subset \mathbb{R}^{n_{x}}$ be the 0 -superlevel set of constraint function $h: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}$ according to (14). For the dynamical system (12), $h$ is a discrete-time control barrier function (DTCBF), if there exists a class- $\mathcal{K}_{\infty}$ function ${ }^{1} \alpha: \mathbb{R}_{\geqslant 0} \rightarrow \mathbb{R}_{\geqslant 0}$ with $\alpha(r) \leq r$ for all $r \in \mathbb{R}_{\geqslant 0}$ and if for all $x_{k} \in \mathcal{C}$ there exists a control input $u_{k} \in \mathbb{U}$ such that

$$
\begin{equation*}
h\left(x_{k+1}\right)-h\left(x_{k}\right) \geq-\alpha\left(h\left(x_{k}\right)\right) \tag{15}
\end{equation*}
$$

Inequality (15) with DTCBF $h$ is oftentimes referred to as DTCBF constraint [9] or DTCBF certificate [16]. Subsequently, we follow a frequently pursued approach in literature and define $\alpha$ as a linear function [7], i.e.,

$$
h\left(x_{k+1}\right) \geq(1-\gamma) h\left(x_{k}\right), \quad \gamma \in \mathbb{R}_{(0,1]}
$$

Remark 3. Note that if $h$ is a DTCBF, then $\mathcal{C}$ is controlled invariant with input constraint set $\mathbb{U}$. For $\gamma=1$, we obtain controlled invariance in a classical sense, while $\gamma<1$ constitutes a stricter controlled invariance condition.

Theorem 2 (Recursive Feasibility). Suppose Assumption 2 holds, $h$ in (13d) and (13e) is a DTCBF and $H(x) \geq h(x) \geq 0, \quad \forall x \in \mathcal{C}$ (cf. Theorem 1). Then, MPC (13) is recursively feasible, that is, for all feasible initial states $x_{0}$, MPC (13) is guaranteed to remain feasible.

Proof: Suppose MPC (13) with terminal ingredients (13d) and (13e) is initially feasible at time $t_{0}$. Then, at any time $t_{k}>t_{0}, k \in \mathbb{N}$ by Definition $2 x_{N-1 \mid k}=x_{N \mid k-1}^{\star} \in \mathcal{C}$ implies feasibility of (13e) as $h$ is a DTCBF. That being said, MPC (13) is recursively feasible.

## C. Terminal Ingredients: quasi-DTCBF Certificates

Subsequently, we propose an alternative method to define terminal ingredients (13d) and (13e) for recursive feasibility.
Definition 3 (quasi-DTCBF, Two-step Condition). Let $\mathcal{C} \subset \mathbb{R}^{n_{x}}$ be the 0 -superlevel set of constraint function $h: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}$ as in (14). For the dynamical system (12), $h$ is a quasi-DTCBF (qDTCBF) if for given $\gamma \in \mathbb{R}_{(0,1]}$ and for all $x_{k} \in \mathcal{C}$ and all $u_{k} \in \mathbb{U}$ with

$$
\begin{equation*}
h\left(f\left(x_{k}, u_{k}\right)\right) \geq(1-\gamma) h\left(x_{k}\right) \tag{16}
\end{equation*}
$$

there exists $u_{k+1} \in \mathbb{U}$ such that

$$
h\left(f\left(x_{k+1}, u_{k+1}\right) \geq(1-\gamma) h\left(x_{k+1}\right)\right.
$$

where $x_{k+1}=f\left(x_{k}, u_{k}\right)$ (referred to as two-step condition).
Lemma 1. Following Definition 3, we define the set $\mathcal{C}_{0}:=\{x \in \mathcal{C} \mid \exists u \in \mathbb{U}: h(f(x, u)) \geq(1-\gamma) h(x)\}$. If $h$ is a qDTCBF, $\mathcal{C}_{0}$ is controlled invariant.

Proof: Let $x_{k} \in \mathcal{C}_{0}$, then $h\left(x_{k}\right) \geq 0$ and there is $u_{k} \in \mathbb{U}$ such that $h\left(f\left(x_{k}, u_{k}\right)\right) \geq(1-\gamma) h\left(x_{k}\right)$ and thus $x_{k+1}=$ $f\left(x_{k}, u_{k}\right) \in \mathcal{C}$. Since $h$ is a qDTCBF, for $x_{k+1} \in \mathcal{C}$ there is $u_{k+1} \in \mathbb{U}$ such that $h\left(f\left(x_{k+1}, u_{k+1}\right) \geq(1-\gamma) h\left(x_{k+1}\right)\right.$. Hence, $x_{k+1} \in \mathcal{C}_{0}$ and $\mathcal{C}_{0}$ is controlled invariant.

Hereafter, we refer to (16) as qDTCBF certificate. Compared to Definition 2, Definition 3 is a weaker condition as

[^1]it only requires $h\left(x_{k+1}\right) \geq(1-\gamma) h\left(x_{k}\right)$ to be feasible for all $x_{k} \in \mathcal{C}_{0} \subseteq \mathcal{C}$. Thus, $\mathcal{C}$ is not necessarily controlled invariant unless $\mathcal{C}_{0}=\mathcal{C}$. If $h$ is a DTCBF, though, then $h$ also satisfies Definition 3 as $\mathcal{C}_{0}=\mathcal{C}$ and $x_{k} \in \mathcal{C}$ implies feasibility of (16) by Definition 2 and thus feasibility of (16) at the next time instance. The converse, however, does not hold.

Theorem 3 (Recursive Feasibility). Suppose Assumption 2 holds, $h$ in (13d) and (13e) is a qDTCBF and $H(x) \geq h(x) \geq 0, \forall x \in \mathcal{C}$ (cf. Theorem 1). Then, MPC (13) is recursively feasible, that is, for all feasible initial states $x_{0}$, MPC (13) is guaranteed to remain feasible.

Proof: Suppose MPC (13) with terminal ingredients (13d) and (13e) is initially feasible at time $t_{0}$ such that by Definition 3 it holds $x_{N-1 \mid 0}^{\star} \in \mathcal{C}_{0}$. Then, at any time $t_{k}>t_{0}$, $k \in \mathbb{N}$ by Definition 3 and Lemma $1 x_{N-1 \mid k-1}^{\star} \in \mathcal{C}_{0}$ and feasibility of (13e) at time $t_{k-1}$ implies feasibility of (13e) at time $t_{k}$. As such, MPC (13) is recursively feasible.

## D. Properties of the Terminal Ingredients

The advantage of qDTCBFs is that Definition 3 can be satisfied with lower absolute input bounds $|\bar{u}|,|\underline{u}|$ (elementwise if $\operatorname{dim}(u)>1$ ) than Definition 2 (DTCBFs) if $\mathcal{C}_{0} \subset \mathcal{C}$, see Section VI-C. This is highly advantageous if only limited actuation is possible. For recursive feasibility, though, Theorem 3 requires $x_{N-1 \mid k}$ to reside in $\mathcal{C}_{0} \subseteq \mathcal{C}$ while Theorem 2 allows $x_{N-1 \mid k}$ to be located in the larger set $\mathcal{C}$.

When considering $\mathbb{X}_{N}\left(x_{N-1 \mid k}\right):=\left\{x_{N \mid k} \in \mathbb{R}^{n_{x}} \mid\right.$ (13e) $\}$, for both, DTCBF and qDTCBF certificates, $\mathbb{X}_{N}\left(x_{N-1 \mid k}\right)$ is a contracted subset of $\mathcal{C}$ (unless $h\left(x_{N-1 \mid k}\right)=0$ or $\gamma=1$, then $\left.\mathbb{X}_{N}=\mathcal{C}\right)$, where the contraction is driven by $\gamma \in \mathbb{R}_{(0,1]}$ (lower $\gamma$ means stronger contraction). This additional tuning knob encourages an earlier reaction of the control system and reduces the cumulative MPC cost, see Section VI-C. At the same time, though, the contraction leads to a stricter terminal ingredient (13e). Hence, the choice of $\gamma$ has to ensure a suitable trade-off between contraction and cost [9], [10].

If $h$ in (13d) and (13e) is a vector-valued function such that $h(x)=\left(h_{\iota}(x)\right)_{\iota \in \mathbb{N}_{[1, M]}}, M \in \mathbb{N}$ with $h_{\iota}: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}$ (in (13) we assume $M=1$ ), joint feasibility of multiple (q)DTCBF certificates subject to input constraints has additionally to be guaranteed. This part of the theory is not in the scope of this paper. Section V, though, conveys how joint feasibility can be achieved for the given lane merging application.

## V. LANE MERGING NMPC WITH RECURSIVE FEASIBILITY GUARANTEES

The methodology in Section IV can be applied to discretetime systems of the form (12). Nonlinear sampled-data systems can still be handled through an additional design step [11], [16]. In our application, the system (1) is linear and we obtain an exact discretization of the form (12) using ZOH. To form terminal ingredients, we design $h$ first (option 1 in Section IV-A) and then adapt $H$ to reduce conservatism.

## A. Terminal Velocity DTCBF Certificates

By virtue of Section III-A, every agent needs to satisfy velocity constraints (4) subject to input constraints $u_{i} \in \mathbb{U}_{i}$.

We construct DTCBF certificates from (3a)-(3b), i.e.,

$$
\begin{align*}
& h_{\underline{v}}\left(x_{i, k+1}\right) \geq\left(1-\gamma_{v}\right) h_{\underline{v}}\left(x_{i, k}\right),  \tag{17a}\\
& h_{\bar{v}}\left(x_{i, k+1}\right) \geq\left(1-\gamma_{v}\right) h_{\bar{v}}\left(x_{i, k}\right), \quad \gamma_{v} \in \mathbb{R}_{(0,1]} \tag{17b}
\end{align*}
$$

Proposition 1. Constraint functions (3a)-(3b) are DTCBFs on their respective 0 -superlevel sets $\mathcal{C}_{v}, \mathcal{C}_{\bar{v}}$ for the dynamical system (2) in accordance with Definition 2. Moreover, for all $x_{i, k} \in \mathcal{C}_{\underline{v}} \cap \mathcal{C}_{\bar{v}}$ there exists a control input $u_{i, k} \in \mathbb{U}_{i}$ such that DTCBF certificates (17a)-(17b) are jointly feasible.

Proof: Substituting dynamics (2) into (17a)-(17b) yields

$$
u_{i, k} \geq-\frac{\gamma_{v}}{T_{s}} v_{i, k} \quad \wedge \quad u_{i, k} \leq \frac{\gamma_{v}}{T_{s}}\left(\bar{v}-v_{i, k}\right)
$$

which translates into a non-positive lower bound and a non-negative upper bound on the input. Imposing these constraints and $u_{i, k} \in \mathbb{U}_{i}$ simultaneously is equivalent to
$\max \left\{\underline{u},-\frac{\gamma_{v}}{T_{s}} v_{i, k}\right\} \leq u_{i, k} \leq \min \left\{\bar{u}, \frac{\gamma_{v}}{T_{s}}\left(\bar{v}-v_{i, k}\right)\right\}$
for $0 \leq v_{i, k} \leq \bar{v}$, which implies joint feasibiliy of (17a)-(17b) subject to $u_{i, k} \in \mathbb{U}_{i}$.

Remark 4. By virtue of (18), terminal velocity DTCBF certificates do not introduce any noticeable conservatism. Hence, we do not compare them with qDTCBF certificates.

## B. Terminal Safety Distance qDTCBF Certificate

Applying qDTCBF certificates to guarantee safety offers advantages over a DTCBF formulation as shown in the remainder. By virtue of (10), we form the qDTCBF certificate

$$
\begin{equation*}
h_{d}\left(x_{k+1} ; p_{N}\right) \geq\left(1-\gamma_{d}\right) h_{d}\left(x_{k} ; p_{N}\right), \quad \gamma_{d} \in \mathbb{R}_{(0,1]} \tag{19}
\end{equation*}
$$

with parameter vector $p_{N}=\left[\begin{array}{ll}m_{d, N} & c_{d, N}\end{array}\right]^{\top}$. To ensure compliance of $h_{d}$ with Definition 3, we solve the following verification problem for given $p_{N}, \gamma_{d}$, input constraint set $\mathbb{U}$ and fixed feedback policy $u_{k}=\kappa\left(x_{k}\right)$ :
Verification Problem for qDTCBF $h_{d}$ (cf. Definition 3):

$$
\begin{align*}
0 \leq \min _{x_{k} \in \mathbb{R}^{n_{x}}} & h_{d}\left(x_{k+2} ; p_{N}\right)-\left(1-\gamma_{d}\right) h_{d}\left(x_{k+1} ; p_{N}\right)  \tag{20a}\\
\text { s.t. } & h_{d}\left(x_{k+1} ; p_{N}\right)-\left(1-\gamma_{d}\right) h_{d}\left(x_{k} ; p_{N}\right) \geq 0  \tag{20b}\\
& h_{d}\left(x_{k} ; p_{N}\right) \geq 0  \tag{20c}\\
& \Delta v_{k} \geq \Delta \underline{v} \tag{20d}
\end{align*}
$$

with $x_{k+1}=f\left(x_{k}, \kappa\left(x_{k}\right)\right)$ and $x_{k+2}=f\left(x_{k+1}, \kappa\left(x_{k+1}\right)\right)$, claiming that $x_{k} \in \mathcal{C}_{0}$ (cf. (20b)-(20c)) implies feasibility of (20a). The additional constraint (20d) on the relative velocity

$$
\Delta v_{k}:=L_{l f}\left(x_{k}\right)\left(v_{2, k}-v_{1, k}\right)+\left(1-L_{l f}\left(x_{k}\right)\right)\left(v_{1, k}-v_{2, k}\right)
$$

with $\Delta \underline{v} \in \mathbb{R}$, depending on the order of agents, simplifies to obtain a feasible solution of (20). As feedback policy (to form inputs $u_{k}, u_{k+1}$ to satisfy Definition 3), we choose

$$
\begin{align*}
\kappa\left(x_{k}\right):= & {\left[\tilde{a}_{1, k} \tilde{a}_{2, k}\right]^{\top} \text { with } }  \tag{21a}\\
\tilde{a}_{1, k}:= & L_{l f}\left(x_{k}\right) \max \left\{\underline{u},-\frac{\gamma_{v}}{T_{s}} v_{1, k}\right\}+  \tag{21b}\\
& \left(1-L_{l f}\left(x_{k}\right)\right) \min \left\{\bar{u}, \frac{\gamma_{v}}{T_{s}}\left(\bar{v}-v_{1, k}\right)\right\} \\
\tilde{a}_{2, k}:= & L_{l f}\left(x_{k}\right) \min \left\{\bar{u}, \frac{\gamma_{v}}{T_{s}}\left(\bar{v}-v_{2, k}\right)\right\}+  \tag{21c}\\
& \left(1-L_{l f}\left(x_{k}\right)\right) \max \left\{\underline{u},-\frac{\gamma_{v}}{T_{s}} v_{2, k}\right\}
\end{align*}
$$

which enforces the leading agent to accelerate with maximum acceleration and the following agent to decelerate with maximum deceleration consistent with (18) - the most effective action to increase the distance between agents.

We solve the nonconvex problem (20) with a global optimization algorithm to ensure that the minimal cost is globally greater than zero such as to avoid false conclusions. To this end, we utilize our variant of the $\alpha \mathrm{BB}$ algorithm [17], which is not in the scope of this contribution. If (20) is feasible, a valid certificate is found, otherwise $\gamma_{d}, p_{N}, \Delta \underline{v}$ and/or $\mathbb{U}$ have to be modified until (20) is feasible.

Proposition 2. Let $\left(p_{N}, \gamma_{d}, \Delta \underline{v}\right)$ be parameters for which verification problem (20) is feasible. Then, qDTCBF certificate (19) is jointly feasible with DTCBF certificates (17a)-(17b) subject to input constraints $u \in \mathbb{U}$.

Proof: Joint feasibilty of (19) and (17a)-(17b) subject to input constraints follows from the choice of the feedback policy (21) such as to satisfy (18).

## C. Safety Distance Constraints Over Remaining Horizon

Referring to MPC (13) in Section IV-A, we use the same velocity constraint functions $h_{v}$ and $h_{\bar{v}}$ to form terminal ingredients and the constraints over the horizon as no conservatism is introduced that way. Conversely, imposing $h_{d}\left(x_{j \mid k} ; p_{N}\right) \geq 0$ with $p_{N}=\left[m_{d, N} c_{d, N}\right]^{\top}$ for $j \in \mathbb{N}_{[1, N-2]}$ may cause significant conservatism as the slope $m_{d, N}$ of the activation function has to be chosen small to obtain a feasible solution of verification problem (20). That way, the minimum safety distance between agents would be increased already far away from the lane change point, see $L_{d}\left(x ; p_{N}\right)$ (blue) in Fig. 2, which may prevent agents from overtaking.

Hence, for given $h_{d}$ with parameter $p_{N}=\left[\begin{array}{ll}m_{d, N} & c_{d, N}\end{array}\right]^{\top}$ and 0 -superlevel set $\mathcal{C}_{d}$ we aim to find a constraint function $H_{d}$ with parameter $p_{0}=\left[\begin{array}{ll}m_{d, 0} & c_{d, 0}\end{array}\right]^{\top}$, which exhibits a higher slope $m_{d, 0}>m_{d, N}$ and satisfies $H_{d}\left(x ; p_{0}\right) \geq h_{d}\left(x ; p_{N}\right) \geq 0$ for all $x \in \mathcal{C}_{d}$ (cf. Theorem 1). Choosing $H_{d}$ equal to $h_{d}$ with parameter $p_{0}$ does not satisfy Theorem 1 as it requires $L_{d}\left(x ; p_{0}\right) \leq L_{d}\left(x ; p_{N}\right)$ to hold for all $s_{1} \in \mathbb{R}$, see $L_{d}\left(x ; p_{0}\right)$ (green) in Fig. 2. Thus, we define the interpolated activation function $\bar{L}_{d}$ (red curve in Fig. 2): $\bar{L}_{d}\left(x ; p_{0}, p_{N}\right):=L_{d}\left(x ; p_{0}\right)\left(1+L_{d}\left(x ; p_{N}\right)-L_{d}\left(x ; p_{0}\right)-\epsilon_{d}\right)$ with small $\epsilon_{d} \in \mathbb{R}_{>0}$ (in our case $\epsilon_{d}=0.0025$ ) to satisfy $\bar{L}_{d}\left(x ; p_{0}, p_{N}\right) \leq L_{d}\left(x ; p_{N}\right)$ for all $s_{1} \in \mathbb{R}$, and define the minimum safety distance

$$
\begin{equation*}
\bar{d}_{s}\left(x ; p_{0}, p_{N}\right):=\bar{L}_{d}\left(x ; p_{0}, p_{N}\right) \tilde{d}_{\text {safe }}(x) \tag{22}
\end{equation*}
$$

to devise the less conservative constraint function $H_{d}$, i.e.,

$$
H_{d}\left(x ; p_{0}, p_{N}\right):=\left(s_{1}-s_{2}\right)^{2}-\bar{d}_{s}\left(x ; p_{0}, p_{N}\right)^{2}
$$

and impose $H_{d}\left(x_{j \mid k} ; p_{0}, p_{N}\right) \geq 0$ for all $j \in \mathbb{N}_{[1, N-2]}$ to allow the agents to overtake close to the lane change point.

## D. Resulting Recursively Feasible OCP

With DTCBF certificates (17a), (17b) and qDTCBF certificate (19), the (q)DTCBF-NMPC problem with recursive feasibility guarantees finally reads:

## Centralized Lane Merging (q)DTCBF-NMPC Problem:

$$
\begin{array}{lll}
\min _{U_{k}} & \ell_{N}\left(x_{N \mid k}\right)+\sum_{j=0}^{N-1} \ell_{j}\left(x_{j \mid k}, u_{j \mid k}\right) & \\
\text { s.t. } & x_{j+1 \mid k}=f\left(x_{j \mid k}, u_{j \mid k}\right), & \forall j \in \mathbb{N}_{[0, N-1]} \\
& H_{d}\left(x_{j \mid k} ; p_{0}, p_{N}\right) \geq 0, & \forall j \in \mathbb{N}_{[1, N-2]} \\
& h_{d}\left(x_{N-1 \mid k} ; p_{N}\right) \geq 0 & \\
& h_{\underline{v}}\left(x_{i, j \mid k}\right) \geq 0, & \forall i \in \mathcal{A}, \\
& h_{\bar{v}}\left(x_{i, j \mid k}\right) \geq 0, & \forall j \in \mathbb{N}_{[1, N-1]} \\
& h_{d}\left(x_{N \mid k} ; p_{N}\right) \geq\left(1-\gamma_{d}\right) h_{d}\left(x_{N-1 \mid k} ; p_{N}\right) \\
& h_{\underline{v}}\left(x_{i, N \mid k}\right) \geq\left(1-\gamma_{v}\right) h_{\underline{v}}\left(x_{i, N-1 \mid k}\right), \forall i \in \mathcal{A} \\
& h_{\bar{v}}\left(x_{i, N \mid k}\right) \geq\left(1-\gamma_{v}\right) h_{\bar{v}}\left(x_{i, N-1 \mid k}\right), \forall i \in \mathcal{A} \\
\Delta v_{N-1 \mid k} \geq \Delta \underline{v} & \\
& u_{j \mid k} \in \mathbb{U}, & \forall j \in \mathbb{N}_{[0, N-1]} \\
x_{0 \mid k}=x_{k} & \tag{231}
\end{array}
$$

with control input sequence $U_{k}:=\left(u_{0 \mid k}, u_{1 \mid k}, \ldots, u_{N-1 \mid k}\right)$. Importantly, we need to impose ( 23 j ) as this condition has also been applied in verification problem (20).

Theorem 4. Suppose Assumption 2 holds. Then, the centralized (q)DTCBF-NMPC (23) is recursively feasible.

Proof: First, the definition of constraints (23c)-(23f) follows Theorem 1. Second, suppose $u_{0 \mid k}^{\star}, \ldots, u_{N-1 \mid k}^{\star}$ and $x_{1 \mid k}^{\star}, \ldots, x_{N \mid k}^{\star}$ are the optimal input and state sequence at time $t_{k}$. We can always satisfy (23j) if OCP (23) is feasible at time $t_{k}$ : I) if $\Delta v_{N \mid k}^{\star} \geq \Delta \underline{v}$, we can choose $u_{N-2 \mid k+1}=$ $u_{N-1 \mid k}^{\star}$; II) if $\Delta v_{N \mid k}^{\star}<\Delta \underline{v}$, there exists $u_{N-2 \mid k+1} \in \mathbb{U}$ (e.g., $u_{N-2 \mid k+1}=-u_{N-1 \mid k}^{\star}$ as $\Delta v_{N-1 \mid k}^{\star} \geq \Delta \underline{v}$ ) to also satisfy $h_{d}\left(x_{N-1 \mid k+1} ; p_{N}\right) \geq 0$ with even higher relative velocity. Finally, recursive feasibility of OCP (23) follows from Theorem 3 together with Proposition 1 and Proposition 2, which include the proof of joint feasibility of $(23 \mathrm{~g})$-(23i) subject to input constraints ( 23 k ).

## VI. SIMULATION RESULTS

## A. Simulation Setup

We investigate a realistic lane merging scenario as depicted in Fig. 1 to I) validate our methodology (see Section VI-B) and II) convey that terminal (q)DTCBF certificates may reduce the cumulative MPC cost, and qDTCBF certificates allow for tighter input bounds (see Section VI-C). In both cases, we use the following parameters: $d_{0}=5 \mathrm{~m}$ (stopping distance), $t_{h}=1 \mathrm{~s}$ (headway time), $m_{l f}=10$ (leader/follower activation function), $\gamma_{v}=0.8$ (velocity DTCBF). Further, all agents have dimensions $L_{i}=4.2 \mathrm{~m}$ and $W_{i}=2.0 \mathrm{~m}$. Simulations are run on an Intel i7-7700HQ machine at 3.8 GHz with Matlab 2022a. OCP (23) is solved every $T_{s}=100 \mathrm{~ms}$ using Casadi v.3.5.5 with ipopt as NLP solver [18]. To satisfy Assumption 2, the simulation model and the control-oriented NMPC model are identical.

## B. Validation Scenario: Overtaking and Merging in Front

The first scenario demonstrates that Agent 1, which is initially behind Agent 2 (with $s_{1}\left(t_{0}\right)=-165 \mathrm{~m}$,


Fig. 3. Validation Scenario: Agent 1 (red) overtakes Agent 2 (blue) before the lane change (LC) point. The maneuver can be subdivided into 3 phases: (1) overtaking, (2) accommodate increasing safe distance and (3) velocity reference tracking. State and input constraints are satisfied at all times.
$s_{2}\left(t_{0}\right)=-160 \mathrm{~m}$ ), is able to overtake and merge in front of Agent 2 - enabled by constraint (23c). Agent 1 exhibits an initial velocity of $13 \mathrm{~m} / \mathrm{s}$, which is slightly higher than Agent 2's initial velocity of $12.5 \mathrm{~m} / \mathrm{s}$. We use constant velocity references $v_{1, \text { ref }}=13 \mathrm{~m} / \mathrm{s}$ and $v_{2, \text { ref }}=12.5 \mathrm{~m} / \mathrm{s}$, and choose further parameters as: $m_{d, 0}=0.4, c_{d, 0}=-45$, $m_{d, N}=0.06, c_{d, N}=-75, \epsilon_{d}=0.0025$ (safety activation function), $\Delta \underline{v}=0.01 \mathrm{~m} / \mathrm{s}, \mathbb{U}_{1}=\mathbb{U}_{2}=[-3,3] \mathrm{m} / \mathrm{s}^{2}$, $\bar{v}=15 \mathrm{~m} / \mathrm{s}, \quad \gamma_{d}=0.15$ (safety distance qDTCBF ), $R=\operatorname{diag}(1,1), Q=Q_{N}=\operatorname{diag}(0,10,0,10)$ (weights), $N=15$ (horizon length).

Fig. 3 illustrates (from left to right) the position $s_{i}$, velocity $v_{i}$ and acceleration $u_{i}=a_{i}$ of Agent 1 (red) and Agent 2 (blue). The maneuver can be subdivided into 3 phases. In phase 1, Agent 1 overtakes Agent 2 which causes Agent 1 to accelerate and Agent 2 to decelerate. Phase 2 requires the agents to accommodate an increasing minimum safety distance over the horizon, especially at the terminal stage. Finally, in phase 3 the agents proceed with velocity reference tracking, where Agent 1 is moving away from Agent 2. Fig. 4 depicts the actual distance (green; cf. (5)) and the minimum safety distance (orange; cf. (22)) at current time $t_{k}$. Evidently, the maneuver is safe as the minimum safety distance is ensured at all times. Moreover, velocity and input constraints are satisfied (see Fig. 3). We can conclude that our methodology solves Problem 1.

## C. Cumulative Cost and Input Bounds

The second scenario conveys that terminal (q)DTCBF certificates introduce an additional degree of freedom to re-


Fig. 4. Validation Scenario: The actual distance (green) is always greater than or equal to the min. safety distance (orange).
duce the cumulative MPC cost, especially on short horizons. Further, we demonstrate that qDTCBF certificates can be applied with lower input bounds $|\underline{u}|,|\bar{u}|$ compared to DTCBF certificates. We focus on safety qDTCBF certificate (19) and vary $\gamma_{d}$ while all other parameters remain constant, mainly because velocity DTCBF certificates have a minor influence on performance, see Section III-A. As initial conditions, we have chosen $s_{1}\left(t_{0}\right)=-115 \mathrm{~m}, s_{2}\left(t_{0}\right)=-105 \mathrm{~m}, v_{1}\left(t_{0}\right)=$ $v_{2}\left(t_{0}\right)=13.5 \mathrm{~m}$ such that the agents have an initial distance of 10 m while driving at the same velocity. Again, we use constant velocity references $v_{1, \text { ref }}=v_{2, \text { ref }}=13.5 \mathrm{~m} / \mathrm{s}$, and choose further parameters as: $m_{d, 0}=0.4, c_{d, 0}=-45$, $m_{d, N}=0.045, c_{d, N}=-85, \epsilon_{d}=0.0025$ (safety activation function), $\mathbb{U}_{1}=\mathbb{U}_{2}=[-4.8,4.8] \mathrm{m} / \mathrm{s}^{2}, \bar{v}=14.5 \mathrm{~m} / \mathrm{s}$, $\Delta \underline{v}=0.01 \mathrm{~m} / \mathrm{s}, R=\operatorname{diag}(1,1), Q=Q_{N}=\operatorname{diag}(1,0,1,0)$ (weights), $N=4$ (horizon length).

Fig. 5 illustrates (from left to right) the actual distance (green; cf. (5)) and the minimum safety distance (orange; cf. (22)) at current time $t_{k}$, the velocity $v_{i}$ and the acceleration $u_{i}=a_{i}$ of Agent 1 (red) and Agent 2 (blue) for $\gamma_{d}=0.05$ (solid) and $\gamma_{d}=0.6$ (dotted). Evidently, a reduced value of $\gamma_{d}$ results in an earlier reaction of the control system. In fact, both agents react 1 s earlier when applying $\gamma_{d}=0.05$, which results in a noticeably reduced input magnitude.

To analyze this observation more thoroughly, we have determined the cumulative tracking and actuation cost, i.e., the sum of the tracking cost $e_{k}^{\top} Q e_{k}$ (with tracking error $e_{k}$ ) and actuation cost $u_{k}^{\top} R u_{k}$, respectively, at every time $t_{k}$ over the entire simulation time $0 \leq t_{k} \leq t_{f}$, where $t_{f} \in \mathbb{R}_{>0}$ is the duration of the simulation. The sum of the two is the overall stage cost. Table I conveys the results for the horizon lengths $N=4$ and $N=6$ when varying the parameter $\gamma_{d}$

TABLE I
NMPC Cost for Different $\left(\gamma_{d}, N\right)$ Combinations

|  |  | Tracking Cost | Actuation Cost | Stage Cost |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma_{d}$ | $N$ | $\sum_{k} e_{k}^{\top} Q e_{k}$ | $\sum_{k} u_{k}^{\top} R u_{k}$ | $\sum_{k} \ell\left(x_{k}, u_{k}\right)$ |
| 0.05 | 4 | $56.7(-19.9 \%)$ | $9.2(-56.6 \%)$ | $65.9(-28.4 \%)$ |
| 0.2 | 4 | $67.7(-4.4 \%)$ | $16.7(-21.2 \%)$ | $84.4(-8.3 \%)$ |
| 0.4 | 4 | $69.9(-1.3 \%)$ | $19.7(-7.1 \%)$ | $89.6(-2.6 \%)$ |
| 0.6 | 4 | $70.8(0.0 \%)$ | $21.2(0.0 \%)$ | $92.0(0.0 \%)$ |
| 0.05 | 6 | $54.3(-14.9 \%)$ | $8.6(-47.2 \%)$ | $62.9(-21.5 \%)$ |
| 0.2 | 6 | $61.8(-3.1 \%)$ | $13.3(-18.4 \%)$ | $75.1(-6.2 \%)$ |
| 0.4 | 6 | $63.3(-0.8 \%)$ | $15.3(-6.1 \%)$ | $78.6(-1.9 \%)$ |
| 0.6 | 6 | $63.8(0.0 \%)$ | $16.3(0.0 \%)$ | $80.1(0.0 \%)$ |



Fig. 5. Simulation results for $\gamma_{d}=0.05$ (solid) and $\gamma_{d}=0.6$ (dotted) for a horizon length of $N=4$. A lower value of $\gamma_{d}$ results in an earlier reaction of the agents and thus in a lower input magnitude.


Fig. 6. Least absolute input (acceleration) bounds for recursive feasibility in dependence of $\gamma_{d}$ - for Definition 2 (red) and Definition 3 (blue). Only $\gamma_{d}$ is varied, the other parameters (cf. Section VI-C) are fixed. With $\mathbb{U}_{i}=[-4.8,4.8] \mathrm{m} / \mathrm{s}^{2}$, ОСР $(23)$ is recursively feasible for $\gamma_{d} \leq 0.6$.
between 0.05 and 0.6 . For the given input bounds, recursive feasibility can be guaranteed for $\gamma_{d} \leq 0.6$ (maximum value in Table I), see also Fig. 6.

By applying a horizon length of $N=4$, the actuation cost can be reduced by $56.6 \%$ for $\gamma_{d}=0.05$ compared to $\gamma_{d}=0.6$. For $N=6$, the reduction is still $47.2 \%$. Thus, a lower value of $\gamma_{d}$ gives a lower cost but as the horizon increases the cost reduction is less significant in magnitude. Interestingly, also the tracking cost can be decreased by $19.9 \%$ for $\gamma_{d}=0.05$ compared to $\gamma_{d}=0.6(N=4)$ and by $14.9 \%$ for $N=6$.

Fig. 6 conveys an additional important observation, i.e., synthesizing $h_{d}$ as a qDTCBF by satisfying Definition 3, the least absolute acceleration $\left|\underline{u}_{i}\right|=\left|\bar{u}_{i}\right|, i \in \mathcal{A}$ to guarantee recursive feasibility decreases when $\gamma_{d}$ is decreased. When synthesizing $h_{d}$ as a DTCBF in accordance with Definition 2, though, these input bounds remain essentially constant when varying $\gamma_{d}$. Hence, qDTCBF certificates are beneficial when only limited actuation is possible.

## VII. CONCLUSIONS AND FUTURE WORK

We have proposed to utilize (q)DTCBF certificates to guarantee recursive feasibility in nonlinear MPC, and with even tighter input bounds when using qDTCBFs. By applying this methodology to lane merging, we have provided evidence that such terminal certificates offer an additional degree of freedom to reduce the cumulative MPC cost, especially on short horizons. Within future work, we will devise an optimization-based framework to automate the verification and synthesis of (q)DTCBFs to simplify their application.
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[^1]:    ${ }^{1}$ A continuous function $\alpha: \mathbb{R}_{\geqslant 0} \rightarrow \mathbb{R}_{\geqslant 0}$ is said to belong to class- $\mathcal{K}_{\infty}$ if it is strictly increasing, $\alpha(0)=0$ and $\lim _{r \rightarrow \infty} \alpha(r)=\infty$.

