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Abstract—A popular design framework for networked control systems (NCSs) is the emulation-based approach combined with hybrid systems analysis techniques. In the rich literature regarding this framework, bounds on the maximally allowable transmission interval (MATI) are provided to guarantee stability properties of the NCS, while the minimal allowable transmission interval (MIATI) is always taken to be (essentially) zero. In this letter, we show for the first time how knowledge of the MIATI can also be exploited in the hybrid systems/emulation-based framework leading to (guaranteed) higher values for the MATI, while still obtaining stability of the NCS.
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I. INTRODUCTION

NETWORKED control systems (NCSs) are systems in which the sensors, controllers, and actuators of the plant are physically distributed and communicate via (packet-based) digital channels. These systems have received considerable attention in recent years, motivated by the many benefits they offer with respect to conventional (wired) control systems, including greater flexibility, ease of maintenance, and low cost, weight and volume [1]. However, exploiting packet-based communication networks also comes with inevitable imperfections such as varying transmission intervals, delays, and communication constraints that can all degrade the overall performance of the system and even lead to instability. Moreover, as the communication network is often shared by multiple sensor, controller, and actuator nodes, there is a need for so-called scheduling protocols that govern the access of these nodes to the network.

Several frameworks were developed in recent years to determine conditions on the network while still guaranteeing stability and performance properties. A popular two-step design approach herein is the so-called emulation-based method as advocated in [2] and [3] combined with hybrid systems analysis tools, reflected in the works [4]–[12]. The idea is to first design the controller for the plant while ignoring the communication constraints, i.e., ideal communication is assumed. In the second step, conditions on the network, e.g., bounds on transmission intervals and delays, are provided to guarantee closed-loop stability and performance.

Strikingly, in all of the above works [2]–[12] the minimal allowable transmission interval (MIATI) was always set to be (essentially) zero, although it is well-known that knowledge on the MIATI can lead to improved bounds on the maximal allowable transmission interval (MATI). Indeed, other frameworks available in the literature such as the time-delay approach or the discrete-time approach (with convex embeddings), see [13]–[15] or the recent survey [16] and the references therein, can incorporate strictly positive MIATIs and exploit this information to obtain less conservative estimates of the MATI. Given this ‘gap’ in the hybrid systems analysis framework for NCSs in the line of [4]–[12], it is the main objective in this letter to show how knowledge of positive lower bounds on the transmission interval (the MIATI) can be used in the emulation/hybrid-based NCS framework as in [4]–[6] leading to (guaranteed) higher values for the MATI, while obtaining stability of the NCS, see also [17] for a computational approach in this direction using sum of squares techniques. Here we focus on a more analytical approach in line with [2]–[12].

To this end, we consider the same fundamental NCS setup as in [3]–[6], which was extended in various directions later [7]–[12]. We show that, under essentially the same conditions as exploited in previous papers for the case of zero MIATI in, e.g., [4]–[6], we can provide a bound on the MATI that is guaranteed to be larger while still guaranteeing closed-loop stability. Instrumental in our analysis will be the concept of (minimal) dwell-time, see [18]–[20]. We believe that such new results providing larger ‘stabilizing’ values for
the MATI by exploiting knowledge on the MIATI is useful as in practice, due to hardware limitations, transmissions of packets cannot occur infinitely fast and, therefore, a minimal amount of time between transmissions indeed always exists. We will illustrate the obtained improvements via a numerical example.

The remainder of this letter is organized as follows. After presenting the necessary notation, the considered class of systems is described in Section II including a suitable hybrid model for the NCS. In Section III, we present our main result, i.e., by exploiting knowledge on the MIATI we show that, based on the same stability conditions of [6], an improved bound on the MATI can be obtained. We also show in Section IV how the condition on the MIATI can be relaxed. In Section V, it is stated how the results can be reformulated in terms of LMIs when linear NCSs are considered. Finally, in Section VI our results are illustrated using an example, and in Section VII concluding remarks are given.

Notation: The set of real numbers is denoted by \( \mathbb{R} \) and the sets of non-negative real numbers and integers by \( \mathbb{R}_{\geq 0} \) and \( \mathbb{N} \), respectively. For vectors \( v_1, v_2, \ldots, v_n \in \mathbb{R}^n \), we denote by \( \left[ v_1, v_2, \ldots, v_n \right] \) the vector \( \left[ v_1^T \ v_2^T \ \ldots \ v_n^T \right]^T \), and by \( \langle \cdot, \cdot \rangle \) the Euclidean norm and the usual inner product, respectively. We use the notation \( r^+(t) = r(t^+) = \lim_{\tau \downarrow t} r(\tau) \), provided the limit exists. The \( n \) by \( n \) identity and zero matrices are denoted by \( I_n \) and \( 0_n \), respectively. For a symmetric matrix \( A \in \mathbb{R}^{n \times n} \), \( \lambda_{\max}(A) \) denotes the largest eigenvalue of \( A \).

II. SYSTEM DESCRIPTION

In this section, we introduce the NCS setup and a hybrid model describing the overall dynamics.

A. Networked Control Configuration

We consider the NCS as shown in Fig. 1, where the continuous-time plant \( \mathcal{P} \) communicates with the controller \( \mathcal{C} \) via the network \( \mathcal{N} \). The plant and controller dynamics are given by

\[
\begin{cases}
\dot{x}_p = f_p(x_p, \hat{u}) \\
y = g_p(x_p)
\end{cases} \quad \text{and} \quad \begin{cases}
\dot{x}_c = f_c(x_c, \hat{y}) \\
u = g_c(x_c)
\end{cases}
\]

where \( x_p \in \mathbb{R}^{m_p} \) and \( x_c \in \mathbb{R}^{m_c} \) denote the plant and controller state, \( u \in \mathbb{R}^{m_u} \) the control input and \( \hat{u} \in \mathbb{R}^{m_u} \) the most recently received control input by the plant, and \( y \in \mathbb{R}^{m_y} \) the output and \( \hat{y} \in \mathbb{R}^{m_y} \) the most recently received output of the plant. We assume that \( f_p \) and \( f_c \) are continuous, and \( g_p \) and \( g_c \) continuously differentiable.

To complete the description of the NCS setup, it has to be explained how the communication network \( \mathcal{N} \) operates. This network \( \mathcal{N} \) has a collection of sampling/transmission times \( t_j \), \( j \in \mathbb{N} \), which satisfy \( 0 \leq t_0 < t_1 < \ldots \). At a transmission time \( t_j \), (parts of) the output \( y \) and the input \( u \) are sampled and transmitted over the network \( \mathcal{N} \) to the controller \( \mathcal{C} \) and the plant \( \mathcal{P} \), respectively. In the considered setup, similar to [3]–[6], it is assumed that the transmission intervals are bounded by

\[
\tau_{\text{mati}} \leq t_{j+1} - t_j \leq \tau_{\text{mati}}, \quad j \in \mathbb{N},
\]

where \( \tau_{\text{mati}} \) denotes the maximally allowable transmission interval (MATI) and \( \tau_{\text{miati}} \) the minimal allowable transmission interval (MIATI), such that \( 0 < \tau_{\text{miati}} \leq \tau_{\text{mati}} \).

In addition to this sequence of transmission times, the network \( \mathcal{N} \) might also be subdivided in several (sensor and/or actuator) nodes, where each node corresponds to a subset of the entries \( y/\hat{y} \) and/or \( u/\hat{u} \). A scheduling protocol determines which of the nodes in the network is granted access to the network at a transmission time. After a node is granted access to the network, it collects and transmits the values of the corresponding entries in \( y(t_j) \) and \( u(t_j) \), which results in an update according to

\[
\dot{y}(t_j^+) = y(t_j) + h_y(j, e(t_j))
\]

\[
\dot{u}(t_j^+) = u(t_j) + h_u(j, e(t_j)),
\]

where the function \( h := (h_y, h_u) \) with \( h : \mathbb{N} \times \mathbb{R}^{m_y} \to \mathbb{R}^{m_y} \) models the scheduling protocol, see [5]–[7], [9], and where \( e \) denotes the network-induced error defined by

\[
e := e_y = \begin{bmatrix} y - \hat{y} \\ u - \hat{u} \end{bmatrix}.
\]

Finally, it is assumed that \( \hat{y} \) and \( \hat{u} \) are constant in between two successive transmissions (zero-order-hold (ZOH)). However, this can easily be modified, if desired, see [5].

Observe now that, strikingly, in [2]–[12] the lower bound \( \tau_{\text{miati}} \) was always allowed (and often even assumed) to be arbitrarily small (and thus essentially zero) as it was only imposed to prevent Zeno behavior. Clearly, due to hardware limitations in reality such a positive lower bound \( \tau_{\text{miati}} \) on the transmission intervals always exists and can be exploited to obtain a larger bound on the MATI, see Section III below.

Remark 1: Similar to [5]–[7], for simplicity of exposition, we only focus on the control configuration as in Fig. 1. However, the results presented in this letter also apply to other configurations such as the case of static state feedback control and the case where either \( \hat{u} = u \) or \( \hat{y} = y \), meaning that the corresponding signals are not transmitted over a (shared) network, but are continuously available. To illustrate this flexibility, a numerical example in which \( \hat{u} = u \) is considered in Section VI.

B. A Hybrid Modeling Framework

The above NCS setup can be rewritten in the hybrid system formalism advocated in [5]. To do so, similar to [5]–[7], we introduce the timer \( \tau \in \mathbb{R}_{\geq 0} \), which keeps track of the time elapsed since the last transmission and resets to zero after a transmission has occurred, and the counter \( \kappa \in \mathbb{N} \), which keeps track of the number of transmissions. Using these auxiliary variables, the NCS can be expressed as the hybrid model

\[
\mathcal{H} : \begin{cases}
\dot{\xi} = F(\xi) & \text{when } \tau \in [0, \tau_{\text{miati}}] \\
\dot{\xi}^+ = G(\xi) & \text{when } \tau \in [\tau_{\text{miati}}, \infty)
\end{cases}
\]

with the full state of the hybrid system

\[
\xi := (x_p, x_c, e, \tau, \kappa) \in X := \mathbb{R}^{m_p} \times \mathbb{R}^{m_c} \times \mathbb{R}_{\geq 0} \times \mathbb{N}
\]

\[1\]For details and terminology on hybrid systems of the form (4), see [21].
and where $F(\xi) := (f(x, e), g(x, e), 1, 0)$ and $G(\xi) := (x, h(\kappa, e), 0, 0 + 1)$ with $x := (\xi, x_0) \in \mathbb{R}^{2n}$, and

$$
\begin{align*}
    f(x, e) &= \left[ f_p(x_p, g_e(x_e) + e) + f_e(x_e, g_p(x_p) + e) \right], \\
    g(x, e) &= \left[ \frac{\partial g}{\partial x_p} f_p(x_p, g_e(x_e) + e) + \frac{\partial g}{\partial x_e} f_e(x_e, g_p(x_p) + e) \right].
\end{align*}
$$

We are interested in the stability of this hybrid model (4).

**Definition 1:** For the system $\mathcal{H}$ given by (4), the set

$$
\mathcal{E} = \{ (x, e, \tau, \kappa) \in \mathbb{R}^{2n+1} : \lambda > 0 \}
$$

is said to be *uniformly globally exponentially stable (UGES)* if there exists a function $\beta : \mathbb{R}^{2n+1} \to \mathbb{R}_{\geq 0}$ of the form $\beta(\tau, s) = \beta(r, s) = K \exp(-cs)$ for some $K, c > 0$ such that for any initial condition $\xi(0, 0) \in \mathbb{X}$, all corresponding maximal solutions $\xi$ satisfy for all $(t, j, \kappa) \in \text{dom} \xi$

$$
(x(t, j), e(t, j)) \leq \beta((x(0, 0), e(0, 0)), t + j).
$$

## III. MAIN RESULT

In [6], a stability result has been presented for NCSs based on Lyapunov-arguments for hybrid systems. In particular, the proof was based on the construction of a Lyapunov function that strictly decreases during flow of the hybrid system (4) (i.e., in between transmission times) and does not increase at a jump of the hybrid system (4) (i.e., when an update of the networked values occurs). As a result, conditions were obtained on the MATI such that stability is guaranteed. However, as we know that the hybrid system (4) ‘dwell’ for at least $\tau_{\text{MATI}} > 0$ time units (and, hence, based on the conditions presented in [6] the Lyapunov function decreases during this time), we observe that the strict non-increase of the Lyapunov function at jumps can be relaxed, leading to the following result.

**Theorem 1:** Consider the hybrid system $\mathcal{H}$ as in (4). Assume there exist a function $W : \mathbb{R} \times \mathbb{R}^{2n} \to \mathbb{R}_{\geq 0}$ that is locally Lipschitz in its second argument, a locally Lipschitz function $V : \mathbb{R}^{2n} \to \mathbb{R}$, and the constant $\lambda \in (0, 1)$, $L \geq 0$, $\gamma \in (0, 1)$, $\sigma > 0$ and $0 < \kappa < 1$ such that the following hold:

1. For all $\kappa \in \mathbb{N}$ and $e \in \mathbb{R}^{2n}$

   $$
   \gamma \sigma \| \alpha \| \leq W(\kappa, e) \leq \gamma \sigma \| \alpha \|
   $$

2. For all $\kappa \in \mathbb{N}$, $x \in \mathbb{R}^{2n}$, and almost all $e \in \mathbb{R}^{2n}$

   $$
   \frac{\partial W(\kappa, e)}{\partial e} g(\kappa, e) \leq L W(\kappa, e) + H(x).
   $$

3. For all $x \in \mathbb{R}^{2n}$

   $$
   \gamma \sigma |x|^2 \leq V(x) \leq \gamma \sigma |x|^2.
   $$

4. For all $e \in \mathbb{R}^{2n}$, and almost all $x \in \mathbb{R}^{2n}$

   $$
   \left\langle \nabla V(x), f(x, e) \right\rangle \leq -\gamma \sigma |x|^2 + \gamma \sigma (\gamma^2 - \gamma \sigma^2) |e|^2 - H^2(x).
   $$

5. For a given $\tau_{\text{MATI}} > 0$, $\tau_{\text{MATI}}$ satisfies the bound

   $$
   \tau_{\text{MATI}} \leq \begin{cases}
   \frac{\gamma}{\gamma \sigma} \arctan \left( \frac{\gamma \sigma}{\gamma \sigma + (\gamma^2 - \gamma \sigma^2)} \right) & \sigma > L \\
   \frac{\gamma}{\gamma \sigma} \arctan \left( \frac{\gamma \sigma}{\gamma \sigma + (\gamma^2 - \gamma \sigma^2)} \right) & \sigma = L \\
   \frac{\gamma}{\gamma \sigma} \arctan \left( \frac{\gamma \sigma}{\gamma \sigma + (\gamma^2 - \gamma \sigma^2)} \right) & \sigma < L \\
   \frac{\gamma}{\gamma \sigma} \arctan \left( \frac{\gamma \sigma}{\gamma \sigma + (\gamma^2 - \gamma \sigma^2)} \right) & L = 0
   \end{cases}
   $$

with $r = \sqrt{\left( \frac{\gamma}{\gamma \sigma} \right)^2 - 1}$ for some constant $\sigma > \gamma \Lambda$ where

$$
\Lambda = \max \left\{ e^{-\gamma \sigma \gamma W(\kappa, e) + \gamma \sigma + (\gamma^2 - \gamma \sigma^2) |e|^2 - H^2(x)} \right\}.
$$

Then, the set $\mathcal{E}$ in (6) is UGES.

The proof is given in Appendix A. In practice, we will take $\sigma$ as close as possible to its lower bound since this results in the highest value for $\tau_{\text{MATI}}$. Observe now that for any $\tau_{\text{MATI}} > 0$, it holds that $\Lambda < 1$, and, hence, we can always take $\sigma = \lambda$, in which case we recover the MATI bound of [6, Th. 1]. This observation also implies that, for any positive $\tau_{\text{MATI}}$, there exists a $\sigma < \lambda$. As a result, under essentially the same conditions as presented in [6] (i.e., (7)-(10) do not change for any $\sigma$), we can always obtain a higher bound on $\tau_{\text{MATI}}$ than can be obtained using the result from [6] (for which essentially $\tau_{\text{MATI}} = 0$ and $\sigma = \lambda$). Hence, exploiting a positive MATI is guaranteed to improve the MATI.

However, it should also be noted that the value of $\Lambda$ strongly depends on the values of $\varepsilon$ and

$$
\sigma_U = \max \left\{ \mathcal{E} \right\},
$$

which are strongly related to the convergence rate of the system to the equilibrium set $\mathcal{E}$. In particular, UGES of the set $\mathcal{E}$ can already be established for a small value of $\varepsilon$ (although at the cost of a slow convergence rate to $\mathcal{E}$, see (25) in the proof). Hence, as often $\sigma_U > 1$, such a choice for $\varepsilon$ would imply that the value of $\sigma$ should be chosen very close to $\lambda$ (as the value of $\Lambda$ is very close to 1), making the improvement of $\tau_{\text{MATI}}$ with respect to the results of [6] only marginal. On the other hand, when the convergence rate of the system is important and, hence, the value of $\varepsilon$ is taken relatively large, the improvement of $\tau_{\text{MATI}}$ with respect to the results of [6] can be quite substantial, as will be shown in the numerical example in Section VI. Moreover, in the following section we will show that the condition on $\sigma$ can be relaxed.

**Remark 2:** All the conditions in Theorem 1 are checkable and natural in the context of NCSs, see also [2]–[6]. In particular, (7) corresponds to the existence of a so-called UGES scheduling protocol, a notion introduced in [5], and is therefore related to the error dynamics of the NCS at jumps. As shown in [5], various protocols exist which satisfy the conditions (7), including the round-robin (RR) and try-once-discard (TOD) protocols. Indeed, (7a) is satisfied for $\sigma_U = \sigma_W = 1, \sigma_W = \sigma_W = 1$ and (7b) for $\sigma_U = \sigma_W = \sigma_W = 1$ with $\tilde{\varepsilon}$ the number of nodes in the network. Moreover, based on the discussion in [5, Remark 11], it follows that (8) is also not hard to verify for a large class of systems. This is, for instance, illustrated in Section V for the linear case. Conditions (9) and (10) are related to finding a Lyapunov function that guarantees a robust stability property for the closed-loop (state) dynamics. The remaining part is then to connect (7) and (8) on one hand and (9) and (10) on the other hand, which is done via (11) by guaranteeing that for sufficiently fast transmissions a small gain condition holds.

## IV. RELAXING THE MIATI

As mentioned above, the dependence of $\tau_{\text{MATI}}$ on $\sigma_U$ limits the value that $\Lambda$ (cf. $\sigma$) can attain, and, thereby, the improvement we can obtain for the bound on $\tau_{\text{MATI}}$. Therefore,
in this section, we propose a slightly modified version of Theorem 1, which in some cases, for instance, for the numerical example in Section VI, will further improve the bound on $\tau_{miati}$.

**Theorem 2:** Consider the hybrid system $\mathcal{H}$ as in (4). Assume there exist a function $W : \mathbb{N} \times \mathbb{R}^{m_{e}} \to \mathbb{R}_{\geq 0}$ that is locally Lipschitz in its second argument, a locally Lipschitz function $V : \mathbb{R}^{m_{k}} \to \mathbb{R}_{\geq 0}$, a continuous function $H : \mathbb{R}^{m_{k}} \to \mathbb{R}$, and the constants $\lambda \in (0, 1)$, $L \geq 0$, $\underline{g}_W$, $\overline{g}_W$, $\underline{g}_V$, $\overline{g}_V > 0$ and $0 < \varepsilon < \gamma$ such that the following holds:

1. For all $\kappa \in \mathbb{N}$, $e \in \mathbb{R}^{m_{e}}$, and $x \in \mathbb{R}^{m_{k}}$, and almost all $e \in \mathbb{R}^{m_{e}}$,
   \[
   \frac{\partial W(\kappa, e)}{\partial e} \cdot g(x, e) \leq \left( L - \frac{1}{2}\varepsilon \right) W(\kappa, e) + H(x). \tag{14}
   \]
2. For all $\kappa \in \mathbb{N}$, $x \in \mathbb{R}^{m_{k}}$, and almost all $e \in \mathbb{R}^{m_{e}}$,
   \[
   \nabla V(x), f(x, e) \leq -\varepsilon^2 V(x) + \gamma^2 W^2(\kappa, e) - H^2(x). \tag{15}
   \]

For a given $\tau_{miati} > 0$, $\tau_{miati}$ satisfies the bound (11) for some constant $\sigma > \lambda$ with $\Lambda = e^{-1/2\varepsilon^2\tau_{miati}}$. Then, the set $\mathcal{E}$ in (6) is UGES.

The proof is given in Appendix B. Note that when (14) holds, also (8) is satisfied and that when (10) holds, also (15) is satisfied. Moreover, for a sufficiently small value of $\varepsilon$ the reverse is also implied, making Theorems 1 and 2 equivalent to each other. However, as can be seen from item 4) in Theorem 2, $\Lambda$ solely depends on the value of $\varepsilon$ and not on the value of $\pi_L$ as was the case in Theorem 1. As a result, for the same value of $\varepsilon$ and $\tau_{miati}$ in Theorems 1 and 2, the value of $\sigma$ can be taken smaller in the case of Theorem 2. As a result, for small values of $\varepsilon$ we in general obtain better results using Theorem 2 than using Theorem 1, as will also be shown in the numerical example of Section VI.

**V. THE LINEAR CASE**

In this section, we discuss how to systematically construct the functions and constants satisfying the conditions presented in Section III in the case that the NCS is composed of a linear plant and a linear controller. Consider hereto NCSs for which $f(x, e)$ and $g(x, e)$ in (5) can be reduced to the form

\[
   f(x, e) = Ax + Ee \quad \text{and} \quad g(x, e) = Cx + Fe. \tag{16}
   \]

As shown before in, for instance, [11], to systematically verify the conditions of Theorem 1 it is possible to reformulate the presented conditions into LMI-based conditions. Consider hereto condition (8) and assume now that for almost all $e \in \mathbb{R}^{m_{e}}$ and all $\kappa \in \mathbb{N}$ it holds that

\[
   \left| \frac{\partial W(\kappa, e)}{\partial e} \right| \leq M \tag{17}
   \]

for some constant $M > 0$. This condition can be directly used to conclude that the function $W$ is locally Lipschitz. For all the considered protocols in [2]–[6] such a constant exists. More precisely, for the RR, and TOD protocols it holds that condition (17) is fulfilled for $M_{RR} = \sqrt{\ell}$ and $M_{TOD} = 1$, respectively, as shown in [9]. Moreover, when using (16), it follows for the error dynamic that

\[
   |\dot{e}| \leq |Cx| + |Fe|
   \]

and hence, in (8), $L = M_{W_{in}}^{-1}|F|$ and $H(\kappa) = M|Cx|$. Using this result in (10), it can be directly obtained that for the right-hand side it holds that

\[
   -\varepsilon^2 |x|^2 + \underline{g}_W^2 (\gamma^2 - \varepsilon^2) |e|^2 - H^2(x) = \begin{bmatrix} x^T & e^T \end{bmatrix} \begin{bmatrix} x \cr e \end{bmatrix}
   \]

with $J := \begin{bmatrix} -\varepsilon^2 M_{miati} - M^2 C^T C & 0 \\ 0 & \underline{g}_W^2 (\gamma^2 - \varepsilon^2) \end{bmatrix}$. To arrive now at an LMI-based condition, which guarantees UGES, also the left-hand side of (10) needs to be evaluated. Therefore, we take $V(x) = x^T X T x$ with $X T$ being a symmetric positive definite matrix of size $m_{x} \times m_{x}$ such that (9) is satisfied by definition. We obtain now that

\[
   \langle \nabla V(x), Ax + E e \rangle = x^T (AX T + XT A) x + x^T X T E e + e^T X^T X T e. \tag{18}
   \]

Theorem 1 can now be rewritten using the following LMI-based conditions.

**Theorem 3:** Consider the hybrid system $\mathcal{H}$ as in (4) (with (16). Assume there exist a function $W : \mathbb{N} \times \mathbb{R}^{m_{e}} \to \mathbb{R}_{\geq 0}$, a symmetric positive definite matrix $X T$, and strictly positive real numbers $M$, $\underline{g}_W$, $\overline{g}_W$, $\lambda \in (0, 1)$, and $0 < \varepsilon < \gamma$ such that the following holds:

1. For all $\kappa \in \mathbb{N}$ and $e \in \mathbb{R}^{m_{e}}$ (7) holds.
2. For all $\kappa \in \mathbb{N}$, and for almost all $e \in \mathbb{R}^{m_{e}}$ (17) holds.
3. \[
   \begin{bmatrix} A^T X T + X T A + \varepsilon^2 M_{miati} + M^2 C^T C & X T E \\ E^T X T & -\underline{g}_W^2 (\gamma^2 - \varepsilon^2) \end{bmatrix} \preceq 0.
   \]
4. For a given $\tau_{miati} > 0$, $\tau_{miati}$ satisfies the bound (11) with $L = M_{W_{in}}^{-1}|F|$ and (12) where $\sigma_L = \lambda_{miati}(X T)$. Then, the set $\mathcal{E}$ in (6) is UGES.

**Remark 3:** In a similar fashion, a LMI condition for the closed-loop system in Theorem 2 can be obtained. In particular, in Theorem 3 we would then have that item 3) is given by

\[
   \begin{bmatrix} A^T X T + X T A + \varepsilon^2 M_{miati} + M^2 C^T C & X T E \\ E^T X T & -\underline{g}_W^2 \gamma^2 \end{bmatrix} \preceq 0
   \]

and that in item 4) $L = M_{W_{in}}^{-1}|F| + \frac{1}{2}\varepsilon\Lambda$ and $\Lambda = e^{-1/2\varepsilon^2\tau_{miati}}$.

**VI. NUMERICAL EXAMPLE**

To illustrate the application of our results, we consider the example of stabilizing an open-loop unstable plant $\mathcal{P}$ with a state-feedback controller $C$ given by

\[
   \dot{x}_p = Ap x_p + B p u \quad \text{and} \quad \dot{C} : u = -K \dot{x}_p \tag{19}
   \]

with $A = \begin{bmatrix} -4 & 1 \\ -2 & 3 \end{bmatrix}$, $B_p = \begin{bmatrix} -1 \\ 2 \end{bmatrix}$, and $K = (-0.2 \ 0.5)$. In this case we assume that only the states are transmitted over the network, i.e., we have for the error dynamics that $e = \dot{x} - \dot{x}$ with the number of nodes in the network $\ell = 2$, see also Remark 1. As a result, we have that the closed-loop dynamics are given by (16) with

\[
   A := Ap - B p KC, \quad E := -B p K, \quad C := -C p A, \quad F := -C p E
   \]

Using the various theorems, a bound on $\tau_{miati}$ can be computed for the system (19) with the TOD protocol and this bound can be compared to bound that can be obtained using the results of [6] (cf. $\mu = 1$ in Theorem 1/3). The results for $\varepsilon = 1$, $\varepsilon = 0.8$, $\varepsilon = 0.5$, and $\varepsilon = 0.1$ can be seen in Table 1. Here $\tau_{old}^{miati}$ represents the value obtained using the results from [6], $\tau_{new}^{miati}$ the value computed using Theorem 3, and $\tau_{new}^{miati}$ the value computed using the LMI version of Theorem 2, see Remark 3,
where we took the value of $\tau_{\text{mati}}$ equal to $\tau_{\text{old}}$ or as high as possible in the cases that $\tau_{\text{new}} < \tau_{\text{old}}$.

As argued at the end of Section III, $\tau_{\text{new}}$ is always larger than $\tau_{\text{old}}$, a conclusion that is illustrated by the results in Table I. Moreover, while it cannot be guaranteed that $\tau_{\text{new}}$ is always larger than $\tau_{\text{mati}}$ (or can even be computed), for small $\epsilon$ it follows that $\tau_{\text{new}}$ indeed can result in a further improvement of $\tau_{\text{old}}$.

On the other hand, it should also be noted that we in general obtain the largest improvement on the bound for the MATI for higher values of $\epsilon$ as, logically, we can in this case take $\sigma$ small. Unfortunately however, $\tau_{\text{mati}}$ itself is in this case often smaller than what we can achieve with smaller values for $\epsilon$ (although the convergence to the equilibrium set $\mathcal{E}$ is faster). Therefore, improving even further the results for small values of $\epsilon$ is a topic of future research.

### VII. Conclusion

In this letter, we have provided an extension to the stability analysis of NCS based on the emulation/hybrid systems approach. In particular, it was shown that under the same conditions as in [6], a guaranteed improvement for the MATI can be realized, while ensuring UGES for the NCS by exploiting the fact that, due to hardware limitations, there exists a so-called positive minimal allowable transmission interval (MIATI). We foresee that the improvements and insights presented in this letter can possible inspire even sharper analysis tools.

### APPENDIX A

**Proof of Theorem 1**

The proof is based on Lyapunov-based arguments for hybrid systems [21, Proposition 3.29], which are adapted to allow for a relaxation based on dwell-time conditions, see [19, 20]. In particular, the proof is based on the construction of a (Lyapunov) function $U: \mathbb{R}^{m_x} \times \mathbb{R}^{m_e} \times \mathbb{R}_{\geq 0} \times \mathbb{N}$ that is locally Lipschitz in its first two arguments and the existence of constants $\lambda_0$, $\sigma_U$, $\sigma_W > 0$, and $\mu \geq 1$ such that for (almost) all $\xi \in \mathbb{X}$

$$
\mathcal{E}_U(\xi) \leq U(\xi) \leq \mathcal{E}_U(\xi),
$$

$$
U(G(\xi)) - \mu U(\xi) \leq 0,
$$

$$
\langle \nabla U(\xi), F(\xi) \rangle \leq -\lambda_0 U(\xi) \quad \text{when} \quad \tau \in [\tau_{\text{mati}}, \infty)
$$

for all $(\tau, \kappa) \in \mathbb{R}_{\geq 0} \times \mathbb{N}$ and as we have that (7a) and (9) hold, it can be concluded that (20a) is satisfied for

$$
\mathcal{E}_U = \min \left\{ \mathcal{E}_V, \gamma \sigma_W^2 \right\} \quad \text{and} \quad \mathcal{E}_U = \max \left\{ \mathcal{E}_V, \gamma \sigma^{-1} \mathcal{E}_W \right\}.
$$

To prove that also (20b) holds under the conditions of Theorem 1, consider the situation in which an update of the component in $F(\xi)$ corresponding to $\kappa$ is zero, $\langle \nabla U(\xi), F(\xi) \rangle$ can still be evaluated with a slight abuse of notation. As such, for all $(\tau, \kappa) \in \mathbb{R}_{\geq 0} \times \mathbb{N}$ and almost all $(x, e) \in \mathbb{R}^{m_x} \times \mathbb{R}^{m_e}$,

which is locally Lipschitz in its first two arguments. Recall that $\tau \in \mathbb{R}_{\geq 0}$ models the timer, i.e., $\tau = 1$ and $\tau = 0$. As such, we observe that (20c) implies during flows with $\tau \in [0, \tau_{\text{mati}}]$ that

$$
\langle \nabla U(\xi), F(\xi) \rangle = \dot{\lambda} x \dot{\gamma} \tau U(\xi) + \dot{\gamma} \tau (\nabla U(\xi), F(\xi)) \leq \left( \dot{\lambda} - \lambda_0 \right) \dot{\gamma} \tau U(\xi).
$$

Hence, we indeed have that the function $U$ is strictly decreasing between jump times since $\dot{\lambda} < \lambda_0$. At a jump of the system, as mentioned above, $\tau$ is reset to zero, which, in combination with (20b), implies that for $\xi \in \mathbb{X}$ with $\tau \geq \tau_{\text{mati}}$

$$
U(G(\xi)) = e^{-\lambda \tau} U(\xi) \leq \mu U(\xi) = e^{\dot{\gamma} \tau} U(\xi).
$$

Since we know that two consecutive jumps of the system are separated by at least $\tau_{\text{mati}}$ time units, we obtain that when

$$
\mu e^{-\dot{\gamma} \tau} \leq 1, \quad \tau \geq \tau_{\text{mati}} \iff \mu \leq e^{\dot{\gamma} \tau_{\text{mati}}}
$$

(23) is satisfied, we have that (22) results in

$$
U(G(\xi)) \leq \mu e^{-\dot{\gamma} \tau} U(\xi) \leq e^{\dot{\gamma} \tau_{\text{mati}}} e^{-\dot{\gamma} \tau_{\text{mati}}} U(\xi) \leq U(\xi).
$$

Note that there always exists a value for $\mu$ sufficiently close to 1 that satisfies (23) as $\tau_{\text{mati}} > 0$. At the end of the proof we will show how, based on $\tau_{\text{mati}}$ and the conditions in Theorem 1, the ‘optimal’ value for $\mu \geq 1$ can be obtained. From this result we can conclude that indeed the conditions of (20) are sufficient to guarantee UGES of the set $\mathcal{E}$ in (6) by following similar lines as in the proof of [6, Th. 1].

To show now that the hypotheses of Theorem 1 indeed can be used to obtain a Lyapunov function $U$ such that the conditions in (20) with (23) are satisfied, we consider the function $\phi : [0, \tau_{\text{mati}}] \times \mathbb{Z} \to \mathbb{R}_{\geq 0}$, which evolves according to

$$
\begin{align*}
\frac{d}{d\tau} \phi(\tau) &= -2L\phi(\tau) - \gamma \phi^2(\tau) + 1
\end{align*}
$$

for $\tau \in [0, \tau_{\text{mati}}]$. In [6], it has been shown that choosing the initial condition to be $\phi(0) = \sigma^{-1}$ for some constant $\sigma \leq 1$, the function $\phi$ satisfies $\phi(\tau) = \sigma$ and $\phi(\tau) \in [\sigma, \sigma^{-1}]$ for $\tau \in [0, \tau_{\text{mati}}]$. Using this function $\phi$, we define the candidate Lyapunov function, see also [6], as, for $\xi \in \mathbb{X}$,

$$
U(\xi) = V(x) + \gamma \phi(\tau) W^2(k, e).
$$

Since $\phi(\tau) \geq \sigma > 0$ for all $\tau \in [0, \tau_{\text{mati}}]$ and as we have that (7a) and (9) hold, it can be concluded that (20a) is satisfied for

$$
\mathcal{E}_U = \min \left\{ \mathcal{E}_V, \gamma \sigma_W^2 \right\} \quad \text{and} \quad \mathcal{E}_U = \max \left\{ \mathcal{E}_V, \gamma \sigma^{-1} \mathcal{E}_W \right\}.
$$

To prove that also (20b) holds under the conditions of Theorem 1, consider the situation in which an update of the networked values is performed, i.e., a jump occurs in the hybrid system (4). This gives, for $\xi \in \mathbb{X}$ with $\tau \geq \tau_{\text{mati}}$,

$$
U(G(\xi)) \leq V(x) + \gamma \phi(0) W^2(k + 1, h(k, e)) \leq V(x) + \gamma \sigma^{-1} \lambda^2 \mathcal{E}_W(k, e) \leq \mu U(\xi)
$$

when $\sigma = \frac{1}{\sqrt{n}}$ and, hence, (20b) indeed holds.

Similarly, we can show that also (20c) holds. Note that, as $W$ is not differentiable with respect to $k$, but as the component in $F(\xi)$ is zero, $\langle \nabla U(\xi), F(\xi) \rangle$ can still be evaluated with a slight abuse of notation. As such, for all $(\tau, \kappa) \in \mathbb{R}_{\geq 0} \times \mathbb{N}$ and almost all $(x, e) \in \mathbb{R}^{m_x} \times \mathbb{R}^{m_e}$,

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$\tau_{\text{old}}$ (s = $\lambda$)</th>
<th>$\tau_{\text{new}}$</th>
<th>$\tau_{\text{new}}^+$</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0743</td>
<td>0.0745</td>
<td>-</td>
<td>0.68%</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0852</td>
<td>0.0861</td>
<td>0.441</td>
<td>1.04%</td>
</tr>
<tr>
<td>0.5</td>
<td>0.1071</td>
<td>0.1081</td>
<td>0.1222</td>
<td>14.07%</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1399</td>
<td>0.1401</td>
<td>0.1414</td>
<td>1.04%</td>
</tr>
</tbody>
</table>
it holds that
\[
\langle \nabla U(\xi), F(\xi) \rangle = \langle \nabla V(x), f(x,e) \rangle + \gamma \phi(\tau) W^2(\kappa, e) + 2\gamma \phi W(\kappa, e) \left( \frac{\partial W(\kappa, e)}{\partial e}, g(x,e) \right)
\]
\[
\leq -\varepsilon^2 V(x) - H^2(x) + \gamma^2 W^2(\kappa, e) - \gamma W^2 \left( 2L\phi(\tau) + \gamma \left( \phi^2(\tau) + 1 \right) \right)
\]
\[
- \gamma^2 W^2(\kappa, e) \phi(\tau) - \varepsilon^2 \gamma \phi(\tau) W^2(k, e)
\]
\[
= -\varepsilon^2 V(x) - \varepsilon^2 \phi(\tau) W^2(k, e) - (H(x) - \gamma \phi(\tau) W(k, e))^2
\]
\[
\leq -\varepsilon^2 V(x) - \varepsilon^2 \phi(\tau) W^2(k, e) - e^2 U(\xi).
\]

Hence, (20c) is also satisfied with \( \lambda_0 = \varepsilon^2 \). As such, we obtain in this case that the highest bound on \( \tau_{\text{miati}} \) can be obtained when \( \mu \) is taken as large as possible with its upper bound given by \( \mu < e^2 \tau_{\text{miati}} \), or, hence, when \( \sigma \) is taken as small as possible with \( \sigma > \lambda e^{-2 e^2 \tau_{\text{miati}}} \). This completes the proof. ■
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