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Abstract—There has been a surge of interest in event-triggered control in recent years, and many event-triggered control methods are now available in the literature. As the theory matures, there is a need to experimentally validate and test these methods in applications of interest. In this paper, we extend and experimentally validate an event-triggered control strategy presented in [1] for the remote point stabilization problem for a ground robot. This strategy specifies when transmissions should occur in both sensor-controller and controller-actuator channels, and guarantees a bound on performance measured by a finite-horizon quadratic cost. The experimental results are coherent with the simulation results and reveal that event-triggered control leads to a tremendous data transmission reduction (up to 90%) with respect to period control, with a minor performance loss.

I. INTRODUCTION

Event-triggered control (ETC) has been proposed in recent years and pertains to closing a control loop, for example by triggering transmissions between sensors and actuators or triggering control computations, only when required in order to guarantee the control specifications such as stability or closed-loop performance. This may represent a paradigm shift in digital, embedded and networked control, where periodic control schemes are prevalent, with impact on many applications where reducing data transmissions and computations in control loops is desirable. These include resource constrained application such as networked control with bandwidth limitations, wireless sensor networks with strict battery life requirements and embedded control with computational constraints.

Several event-triggered control methods are currently available in the literature. Some of the early works [2]–[7] proposed threshold policies by which transmissions are only triggered if the error between previously sent and current state and control variables exceeds given thresholds, either constant or proportional to state or control variables. Research on event-triggered control is now being pursued in several directions, such as non-linear [8]–[10], optimal [11], [12] and approximate event-triggered control [13]–[15]. However, while the event-triggered control theory is maturing at a fast pace, there are limited experimental validations of the event-triggered control methods proposed in the literature. Some experimental validations can be found in [16]–[20] but apart from these and a few others in the literature this appears to not be the main concern of the community.

The purpose of the present paper is to experimentally validate the event-triggered control method proposed in [1]. This strategy specifies when transmissions should occur in both sensor-controller and controller-actuator channels, and guarantees a bound on performance measured by an infinite-horizon quadratic cost. We extend [1], by considering a performance index in terms of a finite horizon quadratic cost, as opposed to the average quadratic cost criterion considered in [1]. As in [1] we can establish that this policy provides a performance bound with respect to a periodic control scheme, where transmissions are triggered at the maximum allowable rate, while reducing the number of transmissions. The rationale behind testing the policy in [1] in an experimental setting is that while it assures a bound on the performance, it can be written in a simple form that connects well with previous thresholds policies proposed in the literature. In fact, such a policy specifies that transmissions in the controller-actuator channels should only be triggered when the error between previously sent and current control inputs exceeds a threshold. Moreover, transmissions in the sensor-controller channel should only be triggered when a function proportional to the covariance matrix of the state estimation, obtained by a time-varying Kalman filter, exceeds a threshold. Transmissions in the sensor-actuator channel can be determined a priori while transmissions in the actuator-controller channel must be determined online as these depend on the disturbance and noise realizations.

The experimental set-up consist of a robot, a wired camera, a control unit, and a wireless network. The camera is used to obtain images of the robot in its work space. The camera takes an image at designated time instances, which are defined by the controller, and sends the images to the controller. The controller receives the images from the camera and processes the images to get the estimated position of the robot with respect to a certain reference frame. Based on the estimated position of the robot the controller is able to compute new control actions. These computed control actions are sent through a wireless network to the actuators of the robot at designated time instances, which are defined by the controller.

The experiments validate the usefulness of the ETC policy derived in [1] and are coherent with simulation results also presented in the present paper. The benefits in terms of communication reduction are tremendous. In fact, the
communication is reduced by 80% and 90% for the sensor and the actuator network, respectively, while guaranteeing the performance bounds on the cost with respect to the all-time transmission policy.

The remainder of the paper is organized as follows. Section II formulates the problem. In Section III we state the control policy implemented in this paper. In Section IV the physical motion system on which the control policy is implemented is discussed. Section V presents numerical simulations of the ETC policy based on the model of the motion system. Section VI presents experimental results of the ETC policy implemented on the actual motion system. In Section VII the results obtained by numerical simulations are compared to the experimental results. Section VIII provides concluding remarks and directions for future work.

A. Nomenclature

The trace of a square matrix $A \in \mathbb{R}^{n \times n}$ is denoted by $\text{Tr}(A)$ and the expected value and the covariance matrix of a random vector $\eta \in \mathbb{R}^n$ are denoted by $\mathbb{E}[\eta]$ and $\text{Cov}[\eta]$ respectively. For a symmetric matrix $Z \in \mathbb{R}^{n \times n}$, we write $Z \succ 0$ ($Z \succeq 0$) to denote that $Z$ is positive definite (semi-definite). The identity map is denoted by $\text{id}$ and $\circ$ denotes composition operator. The finite set $\mathbb{S} \in \{0,1,\ldots,N-1\}$, $N \in \mathbb{Z}_{>0}$ is defined.

II. PROBLEM FORMULATION

Fig. 1 shows the block diagram of the considered system. We assume that the plant operates as a linear discrete-time system, described by

$$
x_{k+1} = Ax_k + B\hat{u}_k + v_k \\
\hat{y}_k = Cx_k + r_k,
$$

for $k \in \mathbb{S}$ where $x_k \in \mathbb{R}^n$, $\hat{u}_k \in \mathbb{R}^m$ and $\hat{y}_k \in \mathbb{R}^p$ denote the state, the input, and the output, respectively and $v_k$ and $r_k$ denote the state disturbance and measurement noise at time $k \in \mathbb{S}$. We assume that the disturbance and noise processes are independent processes consisting of sequences of independent zero-mean Gaussian random vectors with covariances $\Phi_v$ and $\Phi_r$, respectively. The initial state is assumed to be either a Gaussian random variable with mean $\hat{x}_0$ and covariance $\Theta_0$ or known in which case it equals $\hat{x}_0$ and $\Theta_0 = 0$.

To measure performance, we consider the following finite horizon cost to be minimized

$$
\mathbb{E}\left[\sum_{k=0}^{N-1} (x_k^T Q x_k + \hat{u}_k^T R \hat{u}_k) + x_N^T Q_N x_N\right],
$$

for all $k \in \mathbb{S}$ and $I_{-1} := (\hat{x}_0, \Theta_0)$. A policy $\pi := (\mu_0, \mu_1, \ldots, \mu_{N-1})$ is defined as a sequence of functions $\mu_k := (\mu_k^n, \mu_k^u)$ that map the available information vector $I_{k-1}$ into control actions $u_k$ and scheduling decisions $\sigma_k$

$$
(u_k, \sigma_k) = \mu_k(I_{k-1}),
$$

for all $k \in \mathbb{S}$.

We denote by $J_\pi(I_{-1})$ the costs (2), when policy $\pi$ is applied by the controller. Similar to [1], we are interested in a
policy that reduces the number of transmissions compared to the all-time transmission policy while keeping the performance within a desired bound of the performance of the all-time transmission policy. The all-time transmission policy is defined as $\sigma_k = (1, 1)$ for every time step $k \in \mathcal{S}$, and an associated optimal policy for the control input. We recall that such an optimal control input policy is given by

$$
\mu_{\text{all}, k}(I_{k-1}) = L_k \hat{x}_k|_{k-1}
$$

where $\hat{x}_k|_{k-1} = \mathbb{E}[x_k| I_{k-1}]$ can be obtained by a time varying Kalman filter and

$$
L_k = -(R + B^T K_{k+1} B)^{-1} B^T K_{k+1} A
$$

where $K_{k+1}$ denotes the solution of the discrete-time dynamic Ricatti equation (DDRE)

$$
K_N = Q_N
K_k = Q + A^T K_{k+1} A - P_k
P_k = A^T K_{k+1} B (R + B^T K_{k+1} B)^{-1} B^T K_{k+1} A,
$$

for all $k \in \mathcal{S}$. The cost-to-go function of policy (4) denoted by $J_{\pi_{\text{all}}}$ is

$$
J_{\pi_{\text{all}}}(I_{k-1}) = \mathbb{E}\{x_k^T K_k x_k|I_{k-1}\} + \sum_{s=k+1}^{N} \text{Tr}(K_s \Phi_s) + \sum_{s=k}^{N-1} \text{Tr}(P_s \Sigma_s),
$$

where $\Sigma_s = \text{Cov}[x_s|I_{k-1}]$ denotes the conditional covariance matrix of the estimation error that can be expressed as

$$
\Sigma_s = \text{Ric}^s(\Theta_0), \quad s \in \mathcal{S}
$$

where

$$
\text{Ric}^1(\Sigma) = A \Sigma A^T + \Phi_0 - A \Sigma C^T (C \Sigma C^T + \Phi_r)^{-1} C \Sigma A^T
$$

and $\text{Ric}^s = \text{Ric}^{s-1} \circ \text{Ric}^1$, $\text{Ric}^0 = \text{id}$.

**Remark 1:** By setting the penalty $Q_N$ for the final state $x_N$ equal to $\overline{K}$, where $\overline{K}$ is the steady state solution of DDRE (5), the DDRE becomes the discrete time algebraic Ricatti equation (DARE) and the LQR-gain in (4) is time-invariant. Moreover, if the horizon is sufficiently large, the control policy for the first instances of time approaches this time-invariant policy corresponding to the infinite horizon solution of the discrete time algebraic Ricatti equation. Note that given $(A, B)$ controllable and $Q$ and $R$ are positive definite, the solution of the DDRE converges to that of the DARE as $N \to \infty$.

### III. CONTROL POLICY

The control policy validated in this paper is parameterized by two non-negative scalars $\zeta$, $\theta$ and defined by

$$
(u_k, v_k) = \begin{cases} (L_k \hat{x}_k|_{k-1}, 1), & \text{if } \eta_k^T \Gamma_k \eta_k > \lambda_k \\ (0, 0), & \text{otherwise} \end{cases}
$$

where

$$
\eta_k = \begin{bmatrix} \hat{x}_k|_{k-1} \\ \hat{u}_k|_{k-1} \end{bmatrix}
$$

$$
\Gamma_k = \begin{bmatrix} (1 + \theta) P_k - \theta Q & (1 + \theta) A^T K_k B \\ (1 + \theta) B^T K_k A & R + (1 + \theta) B^T K_k B \end{bmatrix}
$$

$$
\lambda_k = \theta \text{Tr}(Q \Sigma_k)
$$

$$
\hat{x}_k|_{k-1} = \mathbb{E}[x_k| I_{k-1}]
$$

$$
\Sigma_k = \text{Cov}[x_k|I_{k-1}]
$$

and

$$
\beta_k = \begin{cases} 1, & \text{if } h_k(\Sigma_k) > \zeta \\ 0, & \text{otherwise} \end{cases}
$$

**Remark 2:** Scalars $\theta$ and $\zeta$ can be used to balance the trade-off between guaranteed performance in terms of (2) and the number of transmissions. Clearly increasing $\zeta$ in (9) not only increases the guaranteed bound (12) but will also make the sensor query triggering condition (9) less stringent which results in less transmissions from sensors to the controller. A similar reasoning can be applied to the parameter $\theta$ for the controller-actuator network. Note that since $\Sigma \succeq 0$ and $h_k(\Sigma) \geq 0$, choosing $\zeta = 0$ results in a transmission in the sensor-controller network at every time step $k \in \mathcal{S}$. Moreover, note that for $\theta = 0$, $\Gamma_k \succeq 0$ $k \in \mathcal{S}$ and $\lambda_k = 0$, which results in a transmission in the controller-actuator network at every time step $k \in \mathcal{S}$. If $\zeta = 0$ and $\theta = 0$, we recover the all-time transmission control policy $\pi_{\text{all}}$ and (10) holds with equality. Furthermore, the bound on the finite horizon cost does not only depend on the parameters $\theta$ and $\zeta$ but also on the length of the horizon $N$. Therefore, the horizon length can be seen as another tuning parameter to control the bound on the cost.

We show in the state estimate subsection of the current section that $\hat{x}_k|_{k-1} = \mathbb{E}[x_k| I_{k-1}]$ and $\Sigma_k = \text{Cov}[x_k|I_{k-1}]$ can be obtained by the controller by running the time-varying Kalman filter. As we shall see $\Sigma_k = \text{Cov}[x_k|I_{k-1}]$ can be determined a priori, which entails that the scheduling sequence for sensor queries, triggered by condition (9) can be determined offline. In turn, the state estimate $\hat{x}_k|_{k-1} = \mathbb{E}[x_k| I_{k-1}]$ depends on the noise realizations and therefore must be determined online. Consequently, the scheduling decisions, triggered by condition (8), must be determined by the controller online.

**Remark 3:** As mentioned in Remark 1, if we set $Q_N = \overline{K}$, where $\overline{K}$ is the steady state solution of DDRE (5), the matrices...
\[ \Gamma_k \text{ and } \lambda_k \text{ become time-invariant which makes the proposed policy time-invariant similar to the policy in [1].} \]

**State estimate**

The conditional distribution of \( x_k \) given \( I_{k-1} \) is Gaussian (the proof of this fact can be concluded from a similar proof in [21]) and therefore \( \hat{x}_{k|k-1} = \mathbb{E}[x_k|I_{k-1}] \) and \( \hat{\Sigma}_k = \text{Cov}[x_k|I_{k-1}] \) can be obtained by running the time-varying Kalman filter

\[
\begin{align*}
\hat{x}_{k+1|k} &= A\hat{x}_{k|k-1} + B\hat{u}_{k} + \beta_k G_k (y_k - C\hat{x}_{k|k-1}) \\
G_k &= A\Sigma_k C^T(C\Sigma_k C^T + \Phi_r)^{-1} \\
\Sigma_{k+1} &= \mathcal{Ric}(\Sigma_k, \beta_k),
\end{align*}
\]

where

\[
\mathcal{Ric}(\Sigma, j) = A\Sigma A^T + \Phi_u - jA\Sigma CT (C\Sigma C^T + \Phi_r)^{-1} C\Sigma A^T,
\]

\( \beta_k \) is determined via (9) and \( \hat{u}_k \) is the input to the plant which is known to the controller

\[
\hat{u}_k = \gamma_k L_k \hat{x}_{k|k-1} + (1 - \gamma_k) \hat{u}_{k-1}.
\]

**Remark 4:** Based on a similar reasoning to the one presented in [1], the scheduling sequence of sensor transmission \( \{\beta_k\}_{k \in \mathbb{S}} \) can be determined offline. However, the scheduling decision for the network connecting controller to the actuator \( \gamma_k \) requires the knowledge of the state estimation \( \hat{x}_{k|k-1} \) at each time step \( k \in \mathbb{S} \) which itself depends on \( I_{k-1} \) and therefore should be computed online.

**IV. EXPERIMENTAL SET-UP**

The objective of the experiment is to control a robot in one direction (longitudinal). In particular, we consider a regulator problem by which the position of the robot is driven towards the zero position. The set-up for the experiments is depicted in Fig. 2. The set-up consists of a robot, a wired camera, a control unit which is the laptop and a wireless network. The camera is used to obtain an image of the robot in its field of view. The camera takes an image at designated time instances, which are defined by the controller, and sends the images to the controller. The controller receives the images from the camera and processes the images to get the estimated position of the robot with respect to a certain reference frame placed in the environment. The camera is initially calibrated based on given features of the environment with known positions with respect to this reference frame. Based on the estimated position of the robot, the controller is able to compute new control actions. These computed control actions are sent through a wireless network to the robot and executed. In the sequel the robot characteristics, the camera module, the controller and the communication network will be described.

**A. Robot**

The physical set-up we consider is a non-holonomic Diddy-borg robot with six wheels as depicted in Fig. 3. Each wheel of the robot is driven separately via a DC motor using a PWM-signal designed by the manufacturer. As the objective of the experiment is to control the robot in one dimension the same PWM-signal is used for all motors. Since all the motors are DC and the robot is only controlled in one direction the higher order dynamics of the robot will be neglected. The dynamics of the robot can be modeled by the following continuous-time first order linear system

\[
\begin{align*}
\dot{x}(t) &= Bu(t) + v(t) \\
y(t) &= x(t) + r(t),
\end{align*}
\]

where \( x \in \mathbb{R} \) and \( y \in \mathbb{R} \) are the position and the position measurement of the robot with respect to the given reference frame, \( u \in [-6V, 6V] \) denotes the voltage applied to the actuators and \( t \) denotes time. The state disturbance and measurement noise are represented by \( v \) and \( r \) respectively.

**Remark 5:** The first order system model has been identified using the Matlab identification toolbox, this lead to \( B = 0.0023 \). Given the sampling time \( T_s \) the discrete-time model of the system (16) can be described as

\[
\begin{align*}
x_{k+1} &= x_k + T_sBu_k + v_k \\
y_k &= x_k + r_k,
\end{align*}
\]

with \( v_k, \in \mathcal{N}(0, \sigma_v^2) \) and \( r_k, \in \mathcal{N}(0, \sigma_r^2) \) are assumed to be Gaussian zero-mean. The values of \( \sigma_v^2 \) and \( \sigma_r^2 \) are obtained through experiments.

**B. Vision system and control unit**

For the vision based system the Logitech HD Webcam C525 is used, which is initially calibrated with the help of calibration cubes using the homogeneous transformation approach [22]. A pink marker is placed on the robot. In Fig. 4 an HSV image of the robot is shown. On the control unit a Matlab program is running to estimate the position of the robot based on the
image of the camera by the Perspective and Point approach (PnP) [22].

Remark 6: The detection algorithm requires computational power and is time consuming. This justifies the use of the discrete-time model of the plant and imposes a lower bound on the sampling time, \( T_s > 0.2 \) seconds. Also note that this detection phase needs computational resources and therefore it is preferable to reduce the usage of the algorithm to compute the estimate of the state. This further emphasizes the need of a resource allocation algorithm.

C. Wireless communication

The communication between the robot and the controller is established through a wireless network provided by a hotspot via a router. In order to facilitate the transmission of the control input we use the unified datagram protocol (UDP).

Remark 7: UDP is a lightweight simple protocol. We choose this protocol because of its simplicity and its fast execution time. During the experiments we did not encounter any problems regarding packet drops or transmission delays. In fact the delays are negligible w.r.t. our sampling time. So for our experiment the UDP protocol is sufficient.

D. Experiment

In the experiment the motion system is controlled in one direction (longitudinal). The robot is regulated to the zero position, from an approximate initial position of 0.7 m. A horizon of \( N = 60 \) time steps is considered since for both control policies this horizon is sufficiently large to regulate the robot to the zero position. The horizon of \( N = 60 \) time steps corresponds to 18 seconds since the sampling time \( T_s \) is set to 0.3 seconds. The values of the weighting matrices \( Q, Q_N \) and \( R \) are tuned to obtain a smooth performance in robot movement.

\[
Q = 10 \quad Q_N = 200, \quad R = 0.002.
\]

We compare two cases, one with \( \theta = \zeta = 0 \) which corresponds to an all-time transmission policy, \( \pi_{\text{all}} \), and the other with \( \theta = 0.5 \) and \( \zeta = 0.004 \) implementing the policy, \( \pi \), (8)-(9). The state estimation and related covariances are computed using a time-varying Kalman filter, see (13).

V. Numerical results

In this section, we present the results of numerical simulations based on the obtained model (17). By applying the ETC scheme, the sensor and actuator network usage are reduced by 80% and 90.39% respectively. Fig. 5 shows the estimated running cost \( \mathbb{E}[x_k^T Q x_k + u_k^T R u_k] \) based on Monte Carlo simulations for both cases. The covariances of the state disturbance and measurement noise are set to \( \sigma^2 \) and \( \sigma^2 \), see Section IV-A. The cost of the ETC policy obtained via Monte Carlo simulations satisfies the performance bound (12)

\[
113.15 = J^\text{sim}_{\pi} \leq 1.5(J^\text{sim}_{\pi_{\text{all}}} + 60 \cdot 0.004) = 158.85,
\]

where \( J^\text{sim}_{\pi_{\text{all}}} = 103.66 \). Notice that the cost of the ETC policy is much less than the theoretical performance bound and close to the cost of the all-time transmission policy \( J^\text{sim}_{\pi_{\text{all}}} \). This means that the bound is conservative. To see the reduction in communications, the actuator signals of one realization of both cases with the same noise is shown in Fig. 6, the value of \( \gamma_k \) for the ETC policy is also shown. As can be seen, the actuator holds its value more often (i.e. less transmissions occur) when applying the ETC method. The evolution of the trajectory \( h_k(\Sigma_k) \) is shown in Fig. 7. At the time instances where \( h_k(\Sigma_k) \) exceeds the threshold \( \zeta \), the control unit acquires a new image from the camera through the sensor network. The evolution of the trajectory of \( h_k(\Sigma_k) \) exhibits , once every five time steps \( h_k(\Sigma_k) \) exceeds \( \zeta \) and \( \beta_k \) becomes 1.

VI. Experimental results

In this section, we present the experimental results. The settings for the experiments are already discussed in Section IV-D. For both control policies the experiment is carried out ten times with similar initial conditions. Since the settings for the experiment are the same as for the numerical simulations, the behavior of the sensor network is the same for both the simulations and the experiment. The a priori calculated evaluation of \( h_k(\Sigma_k) \) for the ETC policy is shown in Fig. 7. The communication in the sensor network is reduced by 80%.
compared to the all-time transmission control policy. For the experiments carried out the communication in the actuator network is on average reduced by 89.80%. In Fig. 8 the average running cost $x_k^TQx_k + \hat{u}_k^TR\hat{u}_k$ for both the all-time transmission and the ETC policy are shown (the average is taken over all ten experiments). The total expected cost for the ETC policy satisfies the performance bound on the cost (12)

$$127.85 = J^\text{exp}_\pi \leq 1.5(J^\text{exp}_\pi + 60 \cdot 0.004) = 175.06.$$ 

where $J^\text{exp}_\pi = 116.47$ is the expected cost for running the all-time transmission policy. Notice that the cost of the ETC method is much less than the performance bound and close to the cost of the all-time transmission policy $J^\text{exp}_\pi$. Again we see that the bound is conservative. In Fig. 9 the control inputs $\hat{u}_k$ for both the periodic control and the ETC policy are shown for a single experiment, also the value of $\gamma_k$ for the ETC policy is shown. For the event-triggered control policy, a control input is only sent five times, this is clearly visible in Fig. 9. This result shows the advantage of the applied event-triggered control policy, only if necessary the actuator network

is used and otherwise the resources are saved. In Fig. 10 the estimated position of the robot, $\hat{x}_k$, is shown for both the periodic control policy and the ETC policy. In the considered horizon of $N = 60$ time steps the robot is for both policies regulated from its initial position to the zero position. The estimated state for the ETC policy, in Fig. 10, shows a jump every time $\beta_k = 1$ when the state is not yet regulated to zero. The cause of this jump is a mismatch between the model of the robot and the actual dynamics of the robot. The estimated state for the all-time transmission policy does not have such large jumps since the estimated state is updated each time step with a new image from the camera.

**VII. NUMERICAL VERSUS EXPERIMENTAL RESULTS**

In this section the numerical results will be compared with the experimental results. Some interesting observations can be pointed out. The expected cost obtained by Monte Carlo simulations is relatively close to the expected cost obtained
in the experiments for both control policies, the costs in the simulations are slightly lower. In the control policy the disturbances are assumed to be Gaussian zero-mean, which does not perfectly reflect the reality. Which can cause a slightly higher cost in the experiments compared to the cost in the simulations. The behavior of the expected running cost is comparable for the simulations and the experiments, see Fig. 5 and Fig. 8. In the expected running cost for the ETC policy for the experiments, Fig. 8, there is a jump visible at $k = 5$. This jump is due to a mismatch between the model of the robot and the actual dynamics of the robot, as already explained in end of Section VI.

The network utilization shows similar results for the simulations and the experiments. The behavior of the sensor network is computed offline and therefore the same for both cases. However in the actuator network the scheduling mechanism is online and interestingly we see similar results. In the simulations the communication is reduced by 90.3% reduction and in the experiments the communication is reduced by 89.8%. This further validates the effectiveness of the proposed control policy.

VIII. Conclusion

In this paper we validated an event-triggered control strategy for linear discrete-time systems derived in the recent work [1]. The result of this recent work is a control strategy with performance guarantees compared to the all-time transmission control policy, while reducing the overall communication load. The performance of the control strategy is measured by a quadratic cost. In the previous work the cost was defined for infinite horizon whereas in this paper a finite horizon cost is considered, which is a better representation of the actual experiment. To validate the control policy, the policy is implemented on a real motion system. The experiment validated that the proposed event-triggered control policy significantly reduces the communication in the sensor and the actuator network while guaranteeing performance bounds on the cost. From the validation we have learned that for a one dimensional movement, communication can be reduced by 80% and 90% for the sensor network and the actuator network respectively, compared with the all-time transmission control policy. Small differences between the simulations and the experiments can be explained by the fact that in the control policy the disturbances are assumed to be Gaussian zero-mean which does not perfectly reflect the reality.

The validated policy can not deal with packet drops and transmission delays, therefore these are neglected in the validation. An interesting observation of the policy is that the guarantees concerning the performance bound are conservative since the cost for the ETC policy is relatively close to the cost for the all-time transmission policy. Future steps will be to extend the event-triggered policy towards general independent and identically distributed noise including network imperfections such as packet drops and transmission delays. Another future step is to implement the event-triggered policy on a more challenging robot for event-triggered path planning.
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